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Complex dynamics is today very much a focus of interest. Though several fine expository articles were available, by P. Blanchard and by M.Yu. Lyubich in particular, until recently there was no single source where students could find the material with proofs. For anyone in our position, gathering and organizing the material required a great deal of work going through preprints and papers and in some cases even finding a proof. We hope that the results of our efforts will be of help to others who plan to learn about complex dynamics and perhaps even lecture. Meanwhile books in the field are beginning to appear. The Stony Brook course notes of J. Milnor were particularly welcome and useful. Still we hope that our special emphasis on the analytic side will satisfy a need.

This book is a revised and expanded version of notes based on lectures of the first author at UCLA over several Winter Quarters, particularly 1986 and 1990. We owe Chris Bishop a great deal of gratitude for supervising the production of course notes, adding new material, and making computer pictures. We have used his computer pictures, and we will also refer to the attractive color graphics in the popular treatment of H.-O. Peitgen and P. Richter.

We have benefited from discussions with a number of colleagues, and from suggestions of students in both our courses. We would
particularly like to acknowledge contributions from Peter Jones and M. Shishikura. Any reader familiar with the area will recognize the exposition of quasiconformal mappings from Ahlfors’ book. It is often difficult to trace particular results to the rightful owners, particularly in such a rapidly developing area where so much seems to flow by word of mouth. We apologize for any inadequacy and for omissions.
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I

Conformal and Quasiconformal Mappings

We discuss some topics that are not included in the standard introductory graduate course in complex analysis. For the most part, we assume only the background provided by elementary graduate courses in real and complex analysis. There are a few exceptions. We use covering spaces and at one point the uniformization theorem, which can be found in Chapters 9 and 10 of [A3]. A readable discussion of the Poisson kernel and Fatou's theorem is given in Chapter 1 of [Ho]. In discussing the Beurling transform we appeal to the Calderón-Zygmund theorem, which can be found in [St] or [A2].

1. Some Estimates on Conformal Mappings

A mapping $f$ is called conformal if it is analytic and one-to-one. Such mappings are also called univalent. Let $S$ be the collection of univalent functions in the open unit disk $\Delta = \{|z| < 1\}$ such that $f(0) = 0$ and $f'(0) = 1$. The compactness properties of this class are of crucial importance for our study.

**Theorem 1.1** (area theorem). Let $g(z) = 1/z + b_0 + b_1 z + \ldots$ be univalent in $\Delta$ (with a pole at $z = 0$). Then $\sum n |b_n|^2 \leq 1$. 
Proof. For $0 < r < 1$ set $D_r = \mathbb{C}\setminus g(\Delta_r)$, where $\Delta_r = \{|z| < r\}$. By Green's theorem,

$$\text{area } D_r = \iint_{D_r} dx\,dy = \frac{1}{2i} \int_{\partial D_r} \bar{z}dz = \frac{-1}{2i} \int_{\partial \Delta_r} \bar{g}dg.$$ 

Substituting the power series expansions for $g$ and $g'$ and integrating, we obtain

$$\text{area } D_r = \pi \left( \frac{1}{r^2} - \sum_{n=1}^{\infty} n|b_n|^2 r^{2n} \right).$$

Since area $D_r \geq 0$, taking $r \to 1$ gives the result. \qed

**Theorem 1.2.** If $f(z) = z + \sum_{n=2}^{\infty} a_n z^n \in \mathcal{S}$, then $|a_2| \leq 2$.

**Proof.** Define $g(z) = 1/\sqrt{f(z^2)} = 1/z - a_2 z/2 + \cdots$. If $g(z_1) = g(z_2)$, then $f(z_1^2) = f(z_2^2)$, $z_1^2 = z_2^2$, and $z_1 = \pm z_2$. But $g$ is odd, so $z_1 = z_2$. Hence $g$ is univalent. The area theorem gives $|a_2| \leq 2$. \qed

**Theorem 1.3** (Koebe one-quarter theorem). If $f \in \mathcal{S}$, then the image of $f$ covers the open disk centered at 0 of radius one-quarter, that is, $f(\Delta) \supset \Delta(0,1/4)$.

**Proof.** Fix a point $c$, and suppose $f \neq c$ in $\Delta$. Then

$$\frac{cf(z)}{c - f(z)} = z + \left(a_2 + \frac{1}{c}\right) z^2 + \cdots$$

belongs to $\mathcal{S}$. Applying Theorem 1.2 twice, we obtain

$$\frac{1}{|c|} \leq |a_2| + \left|a_2 + \frac{1}{c}\right| \leq 2 + 2 = 4. \quad \square$$

The Koebe function $f(z) = z/(1 - z)^2 = \sum n z^n$ maps the disk $\Delta$ to the slit plane $\mathbb{C}\setminus(-\infty,-1/4]$. This shows that one-quarter is optimal.

The Koebe one-quarter theorem and the Schwarz lemma combine to give

$$\frac{1}{4} \leq \text{dist}(0, \partial f(\Delta)) \leq 1, \quad f \in \mathcal{S},$$

where "dist" denotes distance. To prove the upper estimate, note that the image of $f \in \mathcal{S}$ cannot cover the closed unit disk, or else $f^{-1}$ would map $\Delta$ to a proper subdomain, contradicting $f'(0) = 1$. If we
translate and scale, we obtain \( \text{dist}(f(z_0), \partial f(\Delta(z_0, \delta))) \geq \delta|f'(z_0)|/4 \) from the lower estimate whenever \( f \) is univalent on the open disk \( \Delta(z_0, \delta) \). This leads to the following.

**Theorem 1.4.** If \( f \) is univalent on a domain \( D \), and \( z_0 \in D \), then

\[
\frac{1}{4} |f'(z_0)||\text{dist}(z_0, \partial D) \leq \text{dist}(f(z_0), \partial(f(D))) \leq 4|f'(z_0)||\text{dist}(z_0, \partial D).
\]

**Proof.** The lower estimate follows immediately from the statement preceding the theorem, and the upper estimate is obtained by applying the lower estimate to \( f^{-1} \) at the point \( f(z_0) \). \( \square \)

We aim now at proving some stronger distortion results.

**Theorem 1.5.** If \( f \in \mathcal{S} \), then

\[
\left| \frac{zf''(z)}{f'(z)} - \frac{2|z|^2}{1 - |z|^2} \right| \leq \frac{4|z|}{1 - |z|^2}.
\]

**Proof.** Fix \( \zeta \in \Delta \) and consider

\[
F(z) = \frac{f((z + \zeta)/(1 + \bar{\zeta}z)) - f(\zeta)}{(1 - |\zeta|^2)f'(\zeta)} = z + a_2(\zeta)z^2 + \cdots.
\]

Then \( F \in \mathcal{S} \), so by Theorem 1.2, \( |a_2(\zeta)| \leq 2 \). A computation shows

\[
a_2(\zeta) = \frac{1}{2} \left\{ (1 - |\zeta|^2) \frac{f''(\zeta)}{f'(\zeta)} - 2\bar{\zeta} \right\}.
\]

The assertion follows. \( \square \)

**Theorem 1.6** (distortion theorem). If \( f \in \mathcal{S} \), then

\[
\frac{1 - |z|}{(1 + |z|)^3} \leq |f'(z)| \leq \frac{1 + |z|}{(1 - |z|)^3}
\]

and

\[
\frac{|z|}{(1 + |z|)^2} \leq |f(z)| \leq \frac{|z|}{(1 - |z|)^2}.
\]

**Proof.** Using Theorem 1.5, we estimate

\[
\left| \frac{\partial}{\partial r} \log |f'(re^{i\theta})| \right| = \frac{1}{|z|} \text{Re} \left\{ \frac{zf''}{f'} \right\} \leq \frac{2|z| + 4}{1 - |z|^2}.
\]
Integration from 0 to $r$ yields

$$\log |f'(re^{i\theta})| \leq \log \frac{1 + |z|}{(1 - |z|)^3},$$

which is the right-hand side of the first estimate. The right-hand side of the second estimate follows by another integration. To prove the lower bound for $|f'(z)|$, apply the upper bound to the function $F$ appearing in the proof of Theorem 1.5. The lower bound for $|f(z)|$ is obtained as follows. For fixed $0 < r < 1$, choose $z_0$ so that $|f(z_0)|$ is the minimum of $|f(z)|$ for $|z| = r$, and let $\gamma$ be the curve in $\Delta$ mapped by $f$ to the radial line segment from 0 to $f(z_0)$. Then $f'(\zeta)d\zeta$ has constant argument along $\gamma$, so that $|f(z_0)|$ coincides with the integral of $|f'(\zeta)||d\zeta|$ along $\gamma$. Integrating the lower estimate for $|f'|$, we obtain the lower estimate for $|f(z_0)|$. □

**Theorem 1.7.** If $f \in \mathcal{S}$, then

$$\text{dist}(f(z), \partial f(\Delta)) > \frac{1}{16} (1 - |z|)^2, \quad z \in \Delta.$$

**Proof.** We apply the Koebe one-quarter theorem (or the earlier distance estimate) to the function $F$ appearing in the proof of Theorem 1.5, to obtain

$$\text{dist}(f(z), f(\partial \Delta)) \geq \frac{1}{4} |f'(z)|(1 - |z|^2), \quad z \in \Delta.$$

The lower estimate for $|f'(z)|$ in the distortion theorem then gives the result. □

**Theorem 1.8.** If $f(z) = z + \sum_{n=2}^{\infty} a_n z^n \in \mathcal{S}$, then $|a_n| < en^2$.

**Proof.** Using the distortion theorem to estimate $|f(z)|$, we obtain

$$|a_n| = \left| \frac{1}{2\pi i} \int_{|z| = r} \frac{f(z)}{z^{n+1}} \frac{dz}{z} \right| \leq \frac{r^{1-n}}{(1 - r)^2}, \quad 0 < r < 1.$$

The choice $r = 1 - 1/n$ yields the desired estimate. □

The Koebe function shows that each of the estimates of the distortion theorem are sharp. The lower estimate for $|f(z)|$ can be viewed as a strong form of the Koebe one-quarter theorem. The constant
1/16 appearing in Theorem 1.7 is also sharp. The coefficient estimate of Theorem 1.8 is rather crude, but good enough for our application in Section V.1. With some more effort we could obtain the estimate $|a_n| < en$ due to J.E. Littlewood (1925). It had been conjectured by L. Bieberbach (1916) that in fact $|a_n| \leq n$. The Bieberbach conjecture was settled affirmatively by L. deBranges (1985). The Koebe function shows this estimate is sharp.

Suppose $\mathcal{F}$ is a family of meromorphic functions in a domain $D \subset \mathbb{C}$. We say $\mathcal{F}$ is a normal family if every sequence $\{f_n\}$ in $\mathcal{F}$ contains a subsequence that converges uniformly in the spherical metric, on compact subsets of $D$. By the Arzelà–Ascoli theorem, this is the same as saying the family is equicontinuous (with respect to the spherical metric) on every compact subset of $D$. Note that we allow $f_n \to \infty$ in the definition of normal family. Thus it is convenient to consider the function $f \equiv \infty$ to be meromorphic. The following theorem, first stated explicitly by P. Montel in his thesis (1907), will be used frequently.

**Theorem 1.9.** The family $\mathcal{F}$ of analytic functions on $D$ bounded by some fixed constant is normal.

**Proof.** It is sufficient to prove the theorem for a disk (cover $D$ by disks), and we may take the unit disk. Then if $f \in \mathcal{F}$ satisfies $|f| \leq M$ and if $|z| < r < 1$, Cauchy’s estimate implies $|f'(z)| \leq M/(1 - r)$. Thus the family is equicontinuous, hence normal. □

**Theorem 1.10.** The family $\mathcal{S}$ is normal, and the limit of any sequence in $\mathcal{S}$ belongs to $\mathcal{S}$.

**Proof.** Normality is clear since $|f(z)|$ is uniformly bounded on compact subsets of $\Delta$, by Theorem 1.6. Limit functions are in $\mathcal{S}$ on account of Hurwitz’s theorem and the normalization $f'(0) = 1$. □

2. The Riemann Mapping

The Riemann mapping theorem asserts that if $D$ is a simply connected domain in $\overline{\mathbb{C}}$ whose boundary contains at least two points, there is a conformal mapping $\psi$ of the open unit disk $\Delta$ onto $D$. We can map $0$ to any fixed point of $D$, and also specify the argument of
ψ'(0), and then the Riemann mapping is unique. For the standard proof, see [A1]. We are concerned here with the boundary behavior of the Riemann mapping. We aim to establish two fundamental theorems due respectively to C. Carathéodory (1913) and E. Lindelöf (1915).

We will say that a compact set $K$ is locally connected at $z_0 \in K$ if for every sequence $\{z_n\} \subset K$ converging to $z_0$ there is, for $n$ large, a connected set $L_n \subset K$ containing both $z_0$ and $z_n$, such that $\text{diam}(L_n) \to 0$. A compact set is locally connected if it is locally connected at every point. On the right of Figure 1 is a connected set which is not locally connected.

**Theorem 2.1 (Carathéodory).** Let $D$ be a simply connected domain in $\overline{C}$ whose boundary has at least two points. Then $\partial D$ is locally connected if and only if the Riemann mapping $\psi : \Delta \to D$ extends continuously to the closed disk $\overline{\Delta}$.

**Proof.** First suppose $\psi$ extends continuously. Let $z \in \partial D$, and let $\{z_n\}$ be a sequence in $\partial D$ converging to $z$. Taking $\zeta_n \in \psi^{-1}(z_n)$ and passing to a subsequence, we assume $\zeta_n \to \zeta$. By continuity, $\psi(\zeta) = z$. The arc $\gamma_n = \psi([\zeta_n, \zeta])$ is a connected subset of $\partial D$ containing $z_n$ and $z$. Since $\psi$ is uniformly continuous, $\text{diam}(\gamma_n) \to 0$. Hence $\partial D$ is locally connected at $z$.

For the other direction, suppose $\partial D$ is locally connected and assume $\infty = \psi(0) \in D$. Fix $\zeta_0 \in \partial \Delta$. For $\rho > 0$ consider $\gamma_{\rho} = \{\zeta \in \Delta : |\zeta - \zeta_0| = \rho\}$. Define

$$L(\rho) = \int_{\gamma_{\rho}} |\psi'(\zeta)||d\zeta|,$$

the length of the image curve $\psi(\gamma_{\rho})$ in $D$. By the Cauchy-Schwarz inequality

$$L(\rho)^2 < \pi \rho \int_{\gamma_{\rho}} |\psi'(\zeta)|^2|d\zeta|,$$

so

$$\int_0^\delta \frac{L(\rho)^2}{\rho} d\rho < \pi \iint_{\Delta \cap \Delta(\zeta_0, \delta)} |\psi'(\zeta)|^2 d\xi d\eta = \pi \text{area } \psi(\Delta \cap \Delta(\zeta_0, \delta)) < \infty.$$

Hence there is a sequence $\rho_n \to 0$ with $L(\rho_n) \to 0$. The curves $\Gamma_n = \psi(\gamma_{\rho_n})$ have endpoints $\alpha_n, \beta_n \in \partial D$ and $|\alpha_n - \beta_n| \to 0$. We
can assume that $\alpha_n, \beta_n$ tend to $w_0 \in \partial D$. Using the definition of local connectedness at $w_0$, we find connected subsets $L_n \subset \partial D$ with $w_n, \alpha_n, \beta_n \in L_n$ and $\text{diam}(L_n) \to 0$. Now $\Gamma_n$ separates $D$ into two connected components, one containing $\infty = \psi(0)$. Let $D_n$ be the bounded component of $D \setminus \Gamma_n$. We claim that $D_n$ is contained in a bounded component of $\overline{\mathbb{C}} \setminus (\Gamma_n \cup L_n)$. Indeed, otherwise we could draw a simple arc from a fixed point $z_0 \in D_n$ to $\infty$ in $\overline{\mathbb{C}} \setminus (\Gamma_n \cup L_n)$, followed by another arc from $\infty$ to $z_0$ in $D$ crossing $\Gamma_n$ exactly once, to obtain a simple closed Jordan curve in $\overline{\mathbb{C}} \setminus L_n$ which separates $\alpha_n$ and $\beta_n$, contradicting the connectedness of $L_n$. Since $\text{diam}(\Gamma_n \cup L_n) \to 0$, also $\text{diam}(D_n) \to 0$, and hence $\psi$ is continuous at $\zeta_0$. □

Let $D$ be the domain at the left of Figure 1, whose boundary includes a union of spikes emanating from 0 at rational angles, so that (say) the spike at angle $2\pi p/q$ has length $1/q$. Since $\partial D$ is locally connected, the Riemann mapping $\psi$ of $\Delta$ onto $D$ extends continuously to $\partial \Delta$. However the point $0 \in \partial D$ is the inverse image under $\psi$ of a Cantor set on the unit circle. Thus even a continuous Riemann mapping can have “bad” behavior.

Recall that a Stolz angle at $\zeta_0 \in \partial \Delta$ is a sector in $\Delta$ with vertex at $\zeta_0$ and aperture strictly less than $\pi$, bisected by the radius (see Figure 2). The property of Stolz angles we require is that if $u$ is a harmonic function, $u > 0$, such that $\liminf u(\zeta) \geq 1$ as $\zeta$ tends to a boundary arc on one side of $\zeta_0$ with endpoint at $\zeta_0$, then $\liminf u(\zeta) \geq \varepsilon > 0$ as $\zeta$ tends to $\zeta_0$ through any fixed Stolz angle. This is easiest to see in the upper half-plane, where a Stolz angle corresponds to a sector with vertex $x_0 \in \mathbb{R}$ of the form $\{\eta < \arg(z - x_0) < \pi - \eta\}$. Here one compares $u$ with the harmonic function $\arg(z - x_0)$ to obtain the estimate with $\varepsilon = \eta/\pi$. 

FIGURE 1. Locally connected, and not locally connected.
For the local study of a conformal mapping at a boundary point \( z_0 \), we will appeal several times to the following immediate consequence of two well-known theorems of Lindelöf.

**Theorem 2.2.** Let \( D \subset \overline{C} \) be simply connected, suppose \( \partial D \) has more than one point, and let \( \psi(\zeta) \) map \( \Delta \) conformally to \( D \). Let \( \gamma \) be a Jordan arc in \( D \) except for one endpoint \( z_0 \in \partial D \). Then the curve \( \psi^{-1} \circ \gamma \) terminates in a point \( \zeta_0 \in \partial \Delta \), and \( \psi(\zeta) \to z_0 \) as \( \zeta \to \zeta_0 \) inside any Stolz angle at \( \zeta_0 \).

**Proof.** Let \( \Gamma \) be the curve \( \psi^{-1}(\gamma\setminus\{z_0\}) \) in \( \Delta \), which clusters on \( \partial \Delta \). We first want to prove that \( \Gamma \) has a unique cluster point \( \zeta_0 \) on \( \partial \Delta \). For this we could use Fatou's theorem, but let us give a more geometric proof. We wish to use some conformal invariant and let us consider a Dirichlet integral. We may assume \( D \) is bounded. Define

\[
f(z) = \left( \log^+ \frac{1}{|z - z_0| + \varepsilon} \right)^{1/3}.
\]

A simple computation shows that independently of \( \varepsilon > 0 \),

\[
D(f) = \iint_D |\nabla f|^2 dxdy \leq M < \infty.
\]

Let \( F(\zeta) = f(\psi(\zeta)) \) so that

\[
D(F) = \iint_\Delta |\nabla F|^2 d\xi d\eta = D(f) \leq M.
\]

If \( \Gamma \) does not tend to a point \( \zeta_0 \), there exists a sector \( \theta_1 < \theta < \theta_2 \) such that \( \Gamma \) crosses to opposite sides of the sector infinitely often as it tends to the boundary. Then

\[
\int_0^1 \left| \frac{\partial F}{\partial r}(re^{i\theta}) \right| dr \geq \left( \log \frac{1}{\varepsilon} \right)^{1/3} - C, \quad (C = F(0)),
\]

for \( \theta_1 < \theta < \theta_2 \). Using the Schwarz inequality we find

\[
\int_{\theta_1}^{\theta_2} d\theta \int_0^1 \left| \frac{\partial F}{\partial r}(re^{i\theta}) \right|^2 r dr \geq \delta \left( \log \frac{1}{\varepsilon} \right)^{2/3} - 2\pi C,
\]

which contradicts \( D(F) \leq M \). Thus \( \Gamma \) accumulates at only one point \( \zeta_0 \) of the circle, and we can assume that \( \zeta_0 = 1 \).
For \( \rho < 1 \) let \( \Gamma_\rho \) be the subarc of \( \Gamma \) lying in the annulus \( \rho < |\zeta| < 1 \) with one endpoint \( \zeta_\rho \) on the circle \( |\zeta| = \rho \) and the other at the terminal point 1 of \( \Gamma \). Then \( \Gamma_\rho \) divides the slit annulus \( \{ \rho < |\zeta| < 1 \} \setminus \{-1, -\rho\} \) into two components. Let \( U \) be (say) the top component. Let \( \omega(\zeta) \) be harmonic in \( U \), equal to 1 on \( \Gamma_\rho \) and equal to 0 on the rest of \( \partial U \). Let \( \varepsilon = \varepsilon(\rho) \) be the supremum of \( |\psi(\zeta) - z_0| \) over \( \zeta \in \Gamma_\rho \), so that \( \varepsilon \to 0 \) as \( \rho \to 1 \). Assume as we may that \( D \subset \{|z| < 1/2\} \) so that \( |\psi(\zeta) - z_0| \leq 1 \). By the maximum principle and the fact that

\[
\log |\psi(\zeta) - z_0| < \omega(\zeta) \log \varepsilon
\]

in \( U \). We obtain a minorant \( \omega^*_*(\zeta) \) of \( \omega(\zeta) \) by replacing \( \Gamma_\rho \) by the arc \( A \) from 1 to \(-1\) along the bottom half of \( \{ |\zeta| = 1 \} \) and defining \( \omega^*_*(\zeta) \) harmonic in the ring \( R = \{ \rho < |\zeta| < 1 \} \) slit along \((-1, -\rho)\). Then \( \omega^*_*(\zeta) = 0 \) on \( \partial R \) except on \( A \) where \( \omega^*_* = 1 \). The estimate above now holds in \( U \), with \( \omega^*_* \) replacing \( \omega \). According to our preliminary remarks, \( \liminf \omega^*_*(\zeta) \geq c > 0 \) as \( \zeta \to 1 \) inside any fixed Stolz angle \( S \). Hence

\[
\limsup_{S \ni \zeta \to 1} |\psi(\zeta) - z_0| \leq e^c,
\]

so that \( \psi(\zeta) \to z_0 \) as asserted. \( \square \)

3. Montel's Theorem

It was P. Montel (1911) who formulated the notion of a normal family of meromorphic functions and realized that the modular function
could be used to derive the criterion for normality which bears his name. This provided a key ingredient for the work of Fatou and Julia on complex iteration theory later in the decade.

Let $R$ and $S$ be Riemann surfaces. A holomorphic map $P: R \to S$ is a covering map if every $w \in S$ lies in a coordinate disk $U$ such that each connected component of $P^{-1}(U)$ is mapped conformally by $P$ onto $U$. Let $S^\infty$ be the universal covering surface of $S$, obtained from $S$ by regarding all loops around boundary points as nontrivial, and let $P: S^\infty \to S$ denote the universal covering map (see [Sp],[A3]). We will use the fact that any map $f$ from a simply connected surface $D$ to $S$ can be lifted to a map $\tilde{f}: D \to S^\infty$, satisfying $P \circ \tilde{f} = f$. The value $\tilde{f}(z_0) \in P^{-1}(f(z_0))$ can be specified arbitrarily, and this determines the lift $f$ uniquely. The other lifts of $f$ are the maps $\varphi \circ \tilde{f}$, where $\varphi$ is a covering transformation, that is, a conformal self-map of $S^\infty$ satisfying $P \circ \varphi = P$. One consequence of the lifting property is that if $f$ is itself a covering map of a simply connected surface $D$ onto $S$, then the lift $\tilde{f}: D \to S^\infty$ is one-to-one and onto, so that $D$ is conformally equivalent to $S^\infty$.

**Theorem 3.1.** If $D = \mathbb{C}\setminus\{0,1\}$ is the thrice-punctured sphere, then $D^\infty$ is conformally equivalent to the open unit disk $\Delta$.

**Proof.** Since $\Delta$ is conformally equivalent to the upper half-plane $\mathbb{H} = \{y > 0\}$, it suffices to find a covering map of $\mathbb{H}$ onto $D$. We construct such a map, the so-called modular function, as follows. Let $E = \{z: 0 < x < 1, |z - 1/2| > 1/2\}$. In view of the Riemann mapping theorem, there is $\psi$ mapping $E$ to $\mathbb{H}$ fixing $0, 1, \infty$. Let $E^*$ denote the reflection of $E$ through the circle $\{|z - 1/2| = 1/2\}$. By the Schwarz reflection principle, we can extend $\psi$ to a conformal mapping of $E \cup E^*$ to $\mathbb{C}\setminus(-\infty,0] \cup [1,\infty)$. By continuing to reflect we can extend $\psi$ to all of $\{0 < x < 1, y > 0\}$ taking its values in $\mathbb{C}\setminus\{0,1\}$. By reflecting across the vertical lines $\{x = n\}$ for $n$ an integer, we can extend $\psi$ to all of $\mathbb{H}$. From the construction one sees that the extended $\psi$ is a covering map of $\mathbb{H}$ over $D$. \(\square\)

**Theorem 3.2 (Montel’s theorem).** Let $\mathcal{F}$ be a family of meromorphic functions on a domain $D$. If there are three fixed values that are omitted by every $f \in \mathcal{F}$, then $\mathcal{F}$ is a normal family.

**Proof.** We may assume that $D$ is a disk, and, by composing with a
Möbius transformation, we may assume that the functions in $\mathcal{F}$ do not assume the values 0, 1, $\infty$. Let $S = \mathbb{C}\setminus\{0, 1\}$. By Theorem 3.1, there is a covering map $\psi: \Delta \to S$. Let $\tilde{f}: D \to \Delta$ be a lift of $f \in \mathcal{F}$, so that $\tilde{f} \circ \psi = f$. Then $\{\tilde{f} : f \in \mathcal{F}\}$ is a normal family, by Theorem 1.9, and this implies that $\mathcal{F}$ is normal. □

The uniformization theorem states that every simply connected Riemann surface is conformally equivalent to exactly one of the unit disk $\Delta$, the complex plane $\mathbb{C}$, or the Riemann sphere $\overline{\mathbb{C}}$. Moreover, every Riemann surface has one of these three as its universal cover. The three cases are referred to as hyperbolic, parabolic, and elliptic, respectively. For a proof of the uniformization theorem see [A3]. We will require the following criterion for a surface to be hyperbolic.

**Theorem 3.3.** Let $R$ be a Riemann surface that has a nonconstant meromorphic function omitting at least three values. Then $R^\infty$, its universal covering surface, is conformally equivalent to the unit disk, with any given point corresponding to the origin.

**Proof.** Let $P: R^\infty \to R$ be the universal covering map. If $f$ on $R$ omits three values, then $f \circ P$ is a nonconstant meromorphic function on $R^\infty$ that omits three values, say $\{0, 1, \infty\}$. Using a covering map of $\Delta$ onto $\mathbb{C}\setminus\{0, 1\}$, we can lift $f \circ P$ to a nonconstant function from $R^\infty$ to the the open unit disk $\Delta$. Thus $R^\infty$ is not conformally equivalent to $\overline{\mathbb{C}}$ or $\mathbb{C}$, and consequently $R$ is hyperbolic. □

4. **The Hyperbolic Metric**

A conformal mapping of $\Delta$ onto itself has the form $w = e^{i\theta}(z - a)/(1 - \bar{a}z)$ for some $0 \leq \theta \leq 2\pi$ and $|a| < 1$. A computation yields

$$\left|\frac{dw}{dz}\right| = \frac{1 - |w|^2}{1 - |z|^2},$$

from which we see that

$$d\rho = \frac{2|dz|}{1 - |z|^2} = \frac{2|dw|}{1 - |w|^2}$$

is invariant under the mapping. The metric $d\rho$ is called the hyperbolic (or Poincaré) metric on $\Delta$. From the hyperbolic metric, we get a
distance $\rho(z_1, z_2)$ in the obvious way by integrating along curves from $z_1$ to $z_2$ and taking the infimum. One checks that

$$\rho(0, z) = \log \frac{1 + |z|}{1 - |z|}, \quad z \in \Delta.$$ 

Using a covering map $P : \Delta \to S$, we define a hyperbolic metric $d\rho_S$ on any hyperbolic Riemann surface $S$ by declaring that $P$ induces an isometry at every point. In other words, we set

$$d\rho_S(z) = \frac{2|dw|}{1 - |w|^2}, \quad z = P(w) \in S.$$ 

If $\varphi$ is a local determination for $P^{-1}$, this formula becomes

$$d\rho_S(z) = \frac{2|\varphi'(z)|}{1 - |\varphi(z)|^2}|dz|, \quad z \in S.$$ 

Since $d\rho$ is invariant under conformal self-maps of $\Delta$, this is independent of the choice of the branch $\varphi$ of $P^{-1}$, and it is also independent of the choice of the covering map $P$. As an example, using the conformal map $\varphi(z) = (z - i)/(z + i)$ of the upper half-plane $\mathbb{H}$ onto the unit disk $\Delta$, we compute the hyperbolic metric of the upper half-plane to be

$$d\rho_{\mathbb{H}}(z) = \frac{|dz|}{y}, \quad z = x + iy, \; y > 0.$$ 

A holomorphic map $f : R \to S$ allows us to pull back differentials on $S$ to differentials on $R$ by the obvious formula (chain rule). Thus we can pull back the hyperbolic metric $d\rho_S$ on $S$ to a metric on $R$, which we denote by $f^*(d\rho_S)$.

**Theorem 4.1.** Suppose $f$ maps a hyperbolic Riemann surface $R$ holomorphically into a hyperbolic surface $S$. Then

$$f^*(d\rho_S) \leq d\rho_R,$$

$$\rho_S(f(z_1), f(z_2)) \leq \rho_R(z_1, z_2), \quad z_1, z_2 \in R,$$

with strict inequality unless $f$ lifts to a Möbius transformation mapping $\Delta$ onto $\Delta$. 


Proof. The second estimate is just the integrated version of the first. In the case \( R = S = \Delta \), the first boils down to G. Pick's (1915) invariant form of the Schwarz lemma,

\[
|f'(z)| \leq \frac{1 - |f(z)|^2}{1 - |z|^2}, \quad z \in \Delta.
\]

This is obtained from the Schwarz lemma by pre- and postcomposing with the appropriate Möbius transformations. For the general case, we check the estimate at a fixed point \( z_0 \in R \). Let \( w_0 = f(z_0) \), and consider covering maps \( P : \Delta \to R \) and \( Q : \Delta \to S \) satisfying \( P(0) = z_0, Q(0) = w_0 \). We lift \( f \) to an analytic function \( F : \Delta \to \Delta \) satisfying \( Q \circ F = f \circ P, F(0) = 0 \). It suffices to check that \( F^*(d\rho(\zeta)) \leq d\rho(z) \) at \( z = 0 \). Now

\[
F^*(d\rho(\zeta)) = \frac{2|F'(z)|}{1 - |F(z)|^2} |dz|, \quad z \in \Delta,
\]

so the estimate becomes \( |F'(0)| \leq 1 \). This holds, with equality only when \( F \) maps \( \Delta \) conformally onto \( \Delta \). □

Theorem 4.2. Suppose \( R \subseteq S \). Then \( d\rho_R \geq d\rho_S \) with strict inequality unless \( R = S \).

Proof. Apply Theorem 4.1 to the inclusion map. □

Theorem 4.3. Let \( D \) be a domain in \( \mathbb{C} \), and for \( z \in D \), let \( \delta(z) \) denote the distance from \( z \) to \( \partial D \). Then if \( D \) is simply connected,

\[
\frac{1}{2} \frac{|dz|}{\delta(z)} \leq d\rho_D(z) \leq 2 \frac{|dz|}{\delta(z)}. \tag{4.1}
\]

For general domains as \( z \to \partial D \),

\[
\frac{1 + o(1)}{\delta(z) \log(1/\delta(z))} |dz| \leq d\rho_D(z) \leq 2 \frac{|dz|}{\delta(z)}. \tag{4.2}
\]

Proof. For the right-hand sides, observe that \( D' = \Delta(z_0, \delta(z_0)) \subset D \), so by Theorem 4.2, \( d\rho_D(z_0) \leq d\rho_D'(z_0) = 2|dz|/\delta(z_0) \). For the the left-hand side of (4.1), let \( \psi \) map \( \Delta \) to \( D \) with \( \psi(0) = z_0 \). By the Koebe one-quarter theorem, \( \psi \) takes all values in \( \Delta(z_0, |\psi'(0)|/4) \), and hence \( \delta(z_0) \geq |\psi'(0)|/4 \), which gives the desired inequality.
To prove the left-hand side of (4.2), let $z_1$ be a point in $\partial D$ closest to $z_0$ and choose two other points $z_2$ and $z_3 \in \partial D$. Assume $z_1 = 0$, $z_2 = 1$, and $z_3 = \infty$. Let $D'$ be the complement of $\{0, 1, \infty\}$. Then $d\rho_D \geq d\rho_{D'}$, so we only have to estimate $d\rho_{D'}$ near $z_1 = 0$. Let $\psi : \mathbb{H} \to D'$ be the modular function, constructed in the proof of Theorem 2.1. Then $\psi(w + 2) = \psi(w)$, so that $\psi$ can be expanded as a Laurent series in $e^{i\pi w}$. Since $\psi$ maps a neighborhood of $i\infty$ in the strip $\{0 \leq \text{Re} w < 2\}$ onto a punctured neighborhood of $\infty$, $\psi$ has a simple pole, and $z(w) = 1/\psi(w)$ has a simple zero,

$$z(w) = b_1 e^{i\pi w} + b_2 e^{2i\pi w} + \cdots, \quad \text{Im} w > 0,$$

where $b_1 \neq 0$. Solving for $w$, we obtain

$$w(z) = \frac{1}{\pi i} \log z + \text{analytic}, \quad \frac{dw}{dz} = \frac{1}{\pi iz} + \text{analytic}.$$

Now $z(w)$ is a covering map of $\mathbb{H}$ over $D'$, so it can be used to express the hyperbolic metric of $D'$ in terms of that of $\mathbb{H}$,

$$d\rho_{D'}(z) = \frac{|dw|}{\text{Im} w} = \left| \frac{dw}{dz} \right| \frac{|dz|}{\text{Im} w(z)} = \frac{|dz|}{\left| z \log(1/|z|) \right|} \left[ 1 + \frac{O(1)}{\log(1/|z|)} \right],$$

from which the estimate follows. \(\Box\)

We end this section with an estimate for Green’s function which will be useful for the study of the Mandelbrot set. The estimate, which appears in [CaJ], is a simple variant of estimates for harmonic measure and Green’s function in the thesis of A. Beurling (pp. 29-30 of [Beu]).

**Theorem 4.4.** Let $D$ be simply connected, and let $\delta(z)$ be the distance from $z \in D$ to $\partial D$. Let $G(z, z_0)$ be Green’s function for $D$ with pole at $z_0 \in D$. If $z \in D$ satisfies $G(z, z_0) \leq 1$, then there is an arc $\gamma$ from $z_0$ to $z$ in $D$ such that

$$G(z, z_0) \leq 3 \exp \left( - \frac{1}{2} \int_{\gamma} \frac{|dw|}{\delta(w)} \right).$$

**Proof.** Map $D$ conformally to the unit disk $\Delta$ with $z_0$ going to 0. In these coordinates $G(z, z_0) = -\log |\zeta(z)|$. Also note the identity

$$G(z, z_0) = \log \frac{1}{|\zeta|} = \log \frac{1 + e^{-A}}{1 - e^{-A}}, \quad (4.3)$$
where
\[ A = 2 \int_0^{|\zeta|} \frac{dr}{1 - r^2} = \log \frac{1 + |\zeta|}{1 - |\zeta|} \]
is the hyperbolic distance from 0 to \( \zeta \), that is, from \( z_0 \) to \( z \). From (4.3) and the assumption \( G(z, z_0) \leq 1 \), we obtain \( e^{-A} \leq (e - 1)/(e + 1) \leq 1/2 \). Hence
\[ \log \frac{1 + e^{-A}}{1 - e^{-A}} \leq 3e^{-A}. \]

By Theorem 4.3,
\[ A \geq \frac{1}{2} \int_{\gamma} \frac{|dw|}{\delta(w)}, \]
where \( \gamma \) is the (geodesic) path in \( D \) corresponding to the ray in \( \Delta \) from 0 to \( \zeta \). If we insert these estimates in (4.3) the theorem follows. \( \square \)

5. Quasiconformal Mappings

The reason why quasiconformal mappings are so useful in iteration theory is that these mappings allow for the kind of complicated behavior that arises and at the same time admit a way to connect analytic information to geometric. The person who first realized the power of quasiconformal mappings in dynamical systems was D. Sullivan (1985), and it is now a standard tool. Actually, it is the main new idea in the field.

Suppose \( f \) has a continuous first derivative, that is, \( f \in C^1 \). We will use the standard notation \( dz = dx + idy, d\bar{z} = dx - idy \) and
\[ f_z = \frac{1}{2}(f_x - if_y), \quad f_{\bar{z}} = \frac{1}{2}(f_x + if_y). \]

If \( w = f(z) \), we also write
\[ df = dw = f_z dz + f_{\bar{z}} d\bar{z}. \]

The Jacobian \( J_f \) of \( f \) is given by
\[ J_f = |f_z|^2 - |f_{\bar{z}}|^2. \]
Thus \( f \) preserves orientation if and only if \( |f_{\bar{z}}| < |f_z| \). We are concerned only with mappings that satisfy this condition.
We define the dilatation $\mu = \mu_f$ of $f$ by

$$\mu = \frac{f \bar{z}}{f z}.$$

The dilatation $\mu$ is also called the Beltrami coefficient of $f$, and the equation $f \bar{z} = \mu f z$ is the Beltrami equation. Note that $|\mu| < 1$ if $f$ preserves orientation and that $\mu = 0$ if and only if $f$ is conformal. Since $f$ is differentiable in $D$ we can associate to $f$ an infinitesimal ellipse field in $D$ by assigning to each $z \in D$ the ellipse that is mapped to a circle by $f$. The argument of the major axis of this infinitesimal ellipse corresponding to $f$ at $z$ is $\pi/2 + \arg(\mu)/2$, and the eccentricity is $(|f_z| - |f \bar{z}|)/(|f_z| + |f \bar{z}|) = (1 - |\mu|)/(1 + |\mu|)$.

Motivated by these relations we associate to any $\mu$ satisfying $|\mu| < 1$ an infinitesimal ellipse field, that is, a choice of direction and eccentricity at each point. The argument of the major axis is $\pi/2 + \arg(\mu)/2$, and the eccentricity is $(1 - |\mu|)/(1 + |\mu|)$. Solving the Beltrami equation $f \bar{z} = \mu f z$ is then equivalent to finding $f$ whose associated ellipse field coincides with that of $\mu$.

A smooth map $f$ is $k$-quasiconformal in $D$ if its dilatation $\mu$ satisfies $|\mu| \leq k < 1$. For most applications we will have $D = \mathbb{C}$, and then we just say $f$ is $k$-quasiconformal. Geometrically, the condition means that there is a fixed bound on the stretching of $f$ in any given direction compared to any other direction. One clearly has

$$|\mu f^{-1}(f(z))| = |\mu f(z)|.$$

In fact, the ellipse corresponding to $f^{-1}$ at $f(z)$ is the rotate by $90^\circ$.
of the ellipse corresponding to \( f \) at \( z \). If \( \varphi \) is conformal, then

\[
\mu_{\varphi \circ f}(z) = \mu_f(z), \\
\mu_{f \circ \varphi}(z) = \mu_f(\varphi(z))\frac{\varphi'(z)}{\varphi'(z)}.
\]

Note that postcomposing by a conformal map does not change \( \mu \). This is just what we expect, since such a map does not alter which ellipse gets mapped to a circle. On the other hand, precomposing by a conformal map can change the direction but not the eccentricity of such an ellipse, as expressed in the second equation above.

If \( f \) and \( g \) are smooth quasiconformal homeomorphisms of the sphere \( \bigcirc \) whose Beltrami coefficients coincide, then \( g = \varphi \circ f \) for some Möbius function \( \varphi \). Indeed \( g \circ f^{-1} \) maps infinitesimal circles to infinitesimal circles, hence \( g \circ f^{-1} \) is a conformal self-map of \( \bigcirc \).

Suppose \( f \) is \( k \)-quasiconformal and \( g \) is \( k' \)-quasiconformal, and set

\[
K = \frac{k + 1}{k - 1}, \quad K' = \frac{k' + 1}{k' - 1}.
\]

Then the \( K'' \) corresponding to \( f \circ g \) is at most \( K \cdot K' \) (since the eccentricities of the ellipses at most multiply) and so \( f \circ g \) is \( k'' \)-quasiconformal for some \( k'' = k''(k, k') \).

6. Singular Integral Operators

We will make repeated use of the Cauchy–Green formula for a bounded domain \( D \) and a smooth function \( f \),

\[
f(z) = \frac{1}{2\pi i} \int_{\partial D} \frac{f(\zeta)}{\zeta - z} d\zeta - \frac{1}{\pi} \iint_D \frac{f_{\bar{z}}(\zeta)}{\zeta - z} d\xi d\eta, \quad z \in D, \quad \zeta = \xi + i\eta.
\]

Let \( \varphi \in L^1 \) have compact support and define

\[
T\varphi(z) = -\frac{1}{\pi} \iint_C \frac{\varphi(\zeta)}{\zeta - z} d\xi d\eta.
\]

The operator \( T \) is a convolution operator, whose kernel \( 1/z \) belongs to \( L^1 \) on any bounded set. Consequently \( T\varphi \) is locally integrable. From the formula one sees that \( T\varphi \) is analytic on any open set on which \( \varphi = 0 \) and at \( \infty \), and \( (T\varphi)(\infty) = 0 \). Applying the Cauchy–Green formula for a large disk to a test function \( \psi \in C_c^\infty \), we obtain
the identity
\[ \iint \psi(z)(T\varphi)(z)dxdy = -\iint \psi(z)\varphi(\zeta)d\zeta d\eta, \]
which means that
\[ \frac{\partial}{\partial \bar{z}} T\varphi = \varphi \]
in the sense of distributions.

For smooth \( \varphi \) with compact support we define the Beurling transform \( S\varphi \) of \( \varphi \) by
\[ S\varphi = (T\varphi)_z. \]
Thus \( S(f\bar{z}) = f_z \) whenever \( f \) is a smooth function which is analytic at \( \infty \) and vanishes there. By differentiating we see that \( S\varphi \) is given formally by
\[ -\frac{1}{\pi} \iint \frac{\varphi(\zeta)}{(\zeta - z)^2} d\zeta d\eta. \]
This is a singular integral operator, and the integral diverges absolutely. To make this rigorous we fix \( z_0 \) and define \( \psi(z) = T\varphi(z) - \varphi(z_0)\bar{z} \). The Cauchy–Green formula yields
\[ \bar{z} = -\frac{1}{\pi} \iint_{|\zeta| < R} \frac{d\zeta d\eta}{\zeta - z} = T\chi_R(z), \quad |z| < R, \]
where \( \chi_R \) is the characteristic function of the disk \( \{|z| < R\} \). If \( R \) is chosen so large that \( \varphi = 0 \) off \( \Delta(0, R) \), this implies for \( |z_0| < R \) and \( h \) small that
\[ \frac{\psi(z_0 + h) - \psi(z_0)}{h} = -\frac{1}{\pi} \iint_{|\zeta| < R} \frac{\varphi(\zeta) - \varphi(z_0)}{(\zeta - z_0)(\zeta - z_0 - h)} d\zeta d\eta. \]
Since \( \psi_z = S\varphi \), we obtain in the limit as \( h \to 0 \)
\[ S\varphi(z_0) = -\frac{1}{\pi} \iint_{|\zeta| < R} \frac{\varphi(\zeta) - \varphi(z_0)}{(\zeta - z_0)^2} d\zeta d\eta. \]
In view of the identity
\[ \iint_{a < |\zeta| < b} \frac{d\zeta d\eta}{\zeta^2} = 0, \]
we obtain an expression for $S$ as a principal value integral,

$$(S\varphi)(z) = \lim_{\epsilon \to 0} \frac{1}{\pi} \int_{\epsilon < |\zeta| < 1/\epsilon} \frac{\varphi(\zeta)}{(\zeta - z)^2} d\xi \, d\eta.$$  

The limit in this formula exists if $\varphi$ is Hölder continuous. The Beurling transform $S$ is bounded in the usual $L^p$ norms $1 < p < \infty$. More precisely,

$$||S(\varphi)||_2 = ||\varphi||_2,$$

$$||S(\varphi)||_p \leq K_p ||\varphi||_p, \quad 1 < p < \infty,$$

where $K_p$ depends continuously on $p$, and in particular $K_p \to 1$ as $p \to 2$. These estimates allow us to extend $S$ to all of $L^p$, for $1 < p < \infty$. The usual convolution argument with an approximate identity shows that if a distribution $f$ has distribution derivatives $f_z$ and $f_{\bar{z}}$ in $L^p$ for some $1 < p < \infty$, then (the extended) $S$ satisfies $S(f_{\bar{z}}) = f_z$. A proof of these facts is included in Ahlfors’ exposition [A2] of quasiconformal mapping. For a detailed exposition of singular integral operators, see [St].

7. The Beltrami Equation

Fix $0 < k < 1$, and let $L^\infty(k, R)$ denote the measurable functions on $C$ bounded by $k$ and supported in $\Delta(0, R)$. We let $QC^1(k, R)$ denote the continuously differentiable homeomorphisms $f$ of $C$ such that $f_{\bar{z}} = \mu f_z$ for some $\mu \in L^\infty(k, R)$, normalized so that $f(z) = z + O(1/z)$ as $z \to \infty$. Note that $f$ is analytic for $|z| > R$.

**Lemma 7.1.** If $f \in QC^1(k, R)$, then the inverse function $f^{-1}$ belongs to $QC^1(k, 4R)$.

**Proof.** This follows directly from the Koebe one-quarter theorem and the formula for the Beltrami coefficient of $f^{-1}$ given in Section 5. □

Let $f \in QC^1(k, R)$, and consider the Cauchy–Green formula for a disk,

$$f(z) = \frac{1}{2\pi i} \int_{|\zeta| = r} \frac{f(\zeta)}{\zeta - z} d\zeta - \frac{1}{\pi} \int_{|\zeta| < r} \frac{f_{\bar{z}}(\zeta)}{\zeta - z} d\xi d\eta, \quad |z| < r.$$
For $r > R$ the $O(1/z)$ term does not contribute to the first integral. We can replace $f(\zeta)$ by $\zeta$ in the first integral, and this leads to

$$f(z) - z = -\frac{1}{\pi} \int_{|\zeta|<R} \frac{f_{\bar{z}}(\zeta)}{\zeta - z} d\xi d\eta = T f_{\bar{z}}(z). \quad (7.1)$$

Thus if we set $g = f_{\bar{z}} - 1$ and use $f_{\bar{z}} = \mu f_z$, we obtain

$$g = S(f_{\bar{z}}) = S(\mu f_z) = S(\mu g) + S(\mu).$$

In terms of the operator

$$U_\mu(g) = S(\mu g), \quad g \in L^p,$$

this equation becomes

$$(I - U_\mu)g = S(\mu).$$

The operator $U_\mu$ has $L^p$-norm $\|U_\mu\|_{L^p} \leq kK_p < 1$ for $p > 2$ sufficiently close to 2. We fix $p = p(k) > 2$, once and for all, so that

$$kK_p < 1.$$ 

Then $\|U_\mu\| < 1$ and $I - U_\mu$ is invertible, with inverse

$$(I - U_\mu)^{-1} = \sum_{n=0}^{\infty} U_\mu^n,$$

$$\| (I - U_\mu)^{-1} \| \leq \sum_{n=0}^{\infty} (kK_p)^n = \frac{1}{1 - kK_p}.$$

Thus we can solve for $g$, to obtain

$$g = (I - U_\mu)^{-1} S(\mu) \in L^p. \quad (7.2)$$

This leads to $L^p$-estimates for $g$,

$$\|g\|_p \leq \| (I - U_\mu)^{-1} \|_p \|S\|_p \|\mu\|_p \leq \frac{(\pi R^2)^{1/p}}{1 - kK_p}. \quad (7.3)$$

Since the Jacobian of $f$ is given by

$$J_f = |f_{\bar{z}}|^2 - |f_{\bar{z}}|^2 = (1 - |\mu|^2)|f_{\bar{z}}|^2,$$
Theorem 7.2. Let \( p = p(k) \) be as above. If \( f \in QC^1(k, R) \) and \( E \subset \Delta(0, R) \), then

\[
\text{area } f(E) \leq C (\text{area } E)^{1-2/p}, \\
\text{area } E \leq C (\text{area } f(E))^{1-2/p},
\]

where \( C \) depends only on \( k \) and \( R \).

Proof. By Hölder’s inequality applied with exponent \( p/2 \),

\[
\text{area } f(E) = \iint_E J_f \, dx \, dy \leq \left( \iint_E |f_z|^p \, dx \, dy \right)^{2/p} (\text{area } E)^{1-2/p}.
\]

Since \( f_z = g + 1 \), the \( L^p \)-estimate (7.3) for \( g \) gives the first estimate. Lemma 7.1 permits us to apply the first estimate to \( f^{-1} \), and this yields the second with a larger constant. \( \square \)

We can also prove a uniform estimate on the modulus of continuity of \( f \).

Theorem 7.3. Let \( p = p(k) \) be as above. If \( f \in QC^1(k, R) \), then

\[
|f(z_1) - f(z_2)| \leq C |z_1 - z_2|^{1-2/p}, \quad |z_1|, |z_2| < R,
\]

where \( C \) depends only on \( k \) and \( R \).

Proof. We use the formula (7.1) and find

\[
|f(z_1) - f(z_2)| \leq |z_1 - z_2| + \frac{1}{\pi} \| f_z \|_p \left( \iint \frac{|z_1 - z_2|^q}{|\zeta - z_1|^q |\zeta - z_2|^q} \, d\xi \, d\eta \right)^{1/q},
\]

where \( q = p/(p-1) \) is the conjugate index of \( p \). We split the integral into three pieces \( D_1 = \{ |\zeta - z_1| < \frac{1}{2} |z_1 - z_2| \} \), \( D_2 = \{ |\zeta - z_2| < \frac{1}{2} |z_1 - z_2| \} \), and \( D_3 = C \setminus (D_1 \cup D_2) \). Since \( |\zeta - z_2| \geq |z_1 - z_2|/2 \) on \( D_1 \), the integral over \( D_1 \) is controlled by

\[
\iint_{D_1} \frac{d\xi \, d\eta}{|\zeta - z_1|^q} \leq 0 \leq \iint_{D_1} \frac{r \, dr \, d\theta}{r^q} = c |z_1 - z_2|^{2-q}.
\]
The integral over $D_2$ is treated similarly. The integral over $D_3$ is controlled by

$$\int_{|z_1 - z_2| \leq r < \infty} \frac{rdrd\theta}{r^{2q}} = c'|z_1 - z_2|^{2-q}.$$ 

This yields our Hölder estimate, since $(2 - q)/q = 1 - 2/p$. □

**Theorem 7.4.** Fix $0 < k < 1$, $R > 0$, and $p = p(k) > 2$ as above. For $\mu \in L^\infty(k, R)$, there is a function $f$ on $C$, normalized so that $f(z) = z + O(1/z)$ at $\infty$, with distribution derivatives satisfying the Beltrami equation $f_{\bar{z}} = \mu f_z$, and such that $f_{\bar{z}}$ and $f_z - 1$ belong to $L^p$. Any such $f$ is unique. The solution $f$ is a homeomorphism of $C$, which is analytic on any open set on which $\mu = 0$. If $\mu \in C^1$ and $\mu_z \in C^1$, then $f \in C^1$.

**Proof.** The proof of existence is now easy. Define $g \in L^p$ by (7.2), and define

$$f(z) = z + T(\mu g + \mu).$$

Since $T$ is a convolution operator with kernel $1/z$ locally in $L^1$, $f$ is continuous. Moreover, $f$ is normalized at $\infty$, and

$$f_{\bar{z}} = \mu g + \mu,$$

$$f_z = 1 + S(\mu g + \mu) = 1 + g$$

in the sense of distributions, so $f$ satisfies the Beltrami equation. The defining formula for $T$ shows that $f$ is analytic on any open set on which $\mu = 0$.

To prove the uniqueness, suppose $F$ is another solution of the Beltrami equation with $F_{\bar{z}}, F_z - 1 \in L^p$. Then $G = F_z - 1$ satisfies $G = S(F_{\bar{z}})$. (We use here the fact that if $h$ has distribution derivatives in $L^p$, then $h_z = S(h_{\bar{z}})$.) As before we obtain $G = (I - U_\mu)^{-1} S(\mu)$, so $G$ coincides with $g$, $F_z$ with $f_z$, and $F_{\bar{z}}$ with $f_{\bar{z}}$. Thus $F = f + c$, and the normalization at $\infty$ gives $c = 0$.

Now suppose $\mu$ is smooth. Following [A2], to obtain the smoothness of $f$ we consider the differentiated Beltrami equation

$$(f_z)_{\bar{z}} = \mu (f_z)_{\bar{z}} + \mu_z f_z.$$ 

If $f$ were $C^1$ we could write $\varphi = \log f_z$ and the equation would become $\varphi_{\bar{z}} = \mu \varphi_z + \mu_z$. Using the Cauchy–Green formula as before,
applied to \( \varphi \) instead of \( f \) and using \( \varphi(\infty) = 0 \), we obtain \( \varphi = T(\varphi) \).

Consequently \( \varphi_z = S(\varphi_z) = S(\mu \varphi_z) + S(\mu_z) \), and

\[
(I - U_\mu)\varphi_z = S(\mu_z).
\]

This is the same type of equation as we dealt with above.

We now wish to run this argument backwards. Define

\[
\psi = (I - U_\mu)^{-1} S(\mu_z) \in L^p,
\]

which satisfies

\[
\psi = S(\mu \psi) + S(\mu_z).
\]

Define

\[
\varphi = T(\mu \psi + \mu_z).
\]

Since \( \mu \psi + \mu_z \in L^p \) is supported on \( \Delta(0, R) \), the proof of Theorem 7.3 shows that \( \varphi \) is Hölder continuous with exponent \( 1 - 2/p \). The distribution derivatives of \( \varphi \) are

\[
\begin{align*}
\varphi_z &= \mu \psi + \mu_z, \\
\varphi_z &= S(\mu \psi + \mu_z) = \psi,
\end{align*}
\]

which belong to \( L^p \). Thus if \( h = e^\varphi \), we are justified in calculating the distribution derivatives of \( h \) to be \( h_z = e^\varphi \varphi_z \) and \( h_{\bar{z}} = e^\varphi \varphi_{\bar{z}} =
\]

\[
e^\varphi (\mu \varphi_z + \mu_z) = h_z \mu + h \mu_z = (h \mu)_z.
\]

Hence \( h dz + (h \mu) d\bar{z} \) is exact, and

\[
f(z) = \int_0^z h dz + (h \mu) d\bar{z}
\]

is well-defined. Since \( \varphi \) (hence \( h \)) is continuous and \( \mu \) is \( C^1 \), \( f \) is \( C^1 \).

Moreover, we have \( f_z = h \) and \( f_{\bar{z}} = h \mu \), so \( f_{\bar{z}} = \mu f_z \) as desired.

For \( |z| > R \), \( \mu h = 0 \) so that \( f \) is analytic there. Since \( \varphi(\infty) = 0 \),

\( h(z) = 1 + O(1/z) \) at \( \infty \), and \( f(z) - z \) is analytic at \( \infty \). Adding a constant to \( f \), we can arrange that \( f(z) = z + O(1/z) \) at \( \infty \). Also

\[
J_f = (1 - |\mu|^2)|h|^2 = (1 - |\mu|^2)|e^{2\varphi}| \neq 0.
\]

Thus \( f \) is locally one-to-one, and \( f \) is one-to-one near \( \infty \), so \( f \) is globally one-to-one, and \( f \) is a homeomorphism of the Riemann sphere to itself. Thus \( f \in QC^1(k, R) \).

To complete the proof it suffices to show that \( f \) is a homeomorphism, even when \( \mu \) is not smooth. For this we approximate \( \mu \) pointwise a.e. by smooth Beltrami coefficients \( \mu_n \in L^\infty(k, R) \), with corresponding \( f_n \in QC^1(k, R) \). On account of the uniform Hölder estimates of Theorem 7.3, the sequence \( f_n \) is equicontinuous, and we
may assume $f_n$ converges uniformly to $F$ on $\overline{C}$. By Lemma 7.1 and Theorem 7.3 the inverses $f_n^{-1}$ are also equicontinuous, so $f_n^{-1}$ converges uniformly to an inverse for $F$, and $F$ is a homeomorphism.

Let $g_n = (I - U_{\mu_n})^{-1}(S(\mu_n))$ as before. Choose $s > p$ so that $kK_s < 1$. Everything we have done works in $L^s$ as well as in $L^p$, and in particular $(I - U_{\mu_n})^{-1}$ is defined and bounded on $L^s$, so that $g_n$ is bounded in $L^s$. Since $\mu_n \to \mu$ a.e. (and since $\mu_n \in L^\infty(k, R)$), $\mu_n$ converges in $L^r$ for all $r < \infty$, and also $\mu_n g_n$ converges in $L^r$ for all $r < s$. Thus $g_n = S(\mu_n g_n) + S(\mu_n)$ converges in $L^p$, say to $g$. Since $f_n \to F$ uniformly, and $(f_n)_z = g_n + 1$, we see that $F_z = g + 1$ in the sense of distributions. Also $(f_n)_z = \mu_n (f_n)_z$ converges to $\mu g$ in $L^p$, so $F_z = \mu g$ in the sense of distributions. Thus $F$ coincides with the unique solution $f$ of the Beltrami equation with $L^p$ derivatives, and we are done. $\square$

We let $QC(k, R)$ denote the family of homeomorphisms $f$ of $\overline{C}$ that are normalized solutions of the Beltrami equation with Beltrami coefficient $\mu \in L^\infty(k, R)$ as in Theorem 7.4. The proof of Theorem 7.4 shows the following.

**THEOREM 7.5.** Suppose $f_n \in QC(k, R)$ has Beltrami coefficient $\mu_n$, and $f \in QC(k, R)$ has Beltrami coefficient $\mu$. If $\mu_n \to \mu$ a.e., then $f_n \to f$ uniformly, and $(f_n)_z - 1$ and $(f_n)_{\overline{z}}$ converge respectively to $f_z - 1$ and to $f_{\overline{z}}$ in $L^p$ for $p = p(k)$ as above. Furthermore the inverse functions $f_n^{-1}$ converge uniformly to $f^{-1}$.

Theorem 7.5 shows that $f$ depends continuously on any continuous parameters. We also have analytic dependence of $f$ on analytic parameters.

**THEOREM 7.6.** Suppose that $\mu(z, t) \in L^\infty(k, R)$ depends analytically on one or several parameters $t$, for each fixed $z \in C$. Then the corresponding $f(z, t)$ also depends analytically on $t$.

**Proof.** First note that if $\mu(z, t)$ depends analytically on $t$ for each fixed $z$, then on account of the uniform bounds on $\mu$ and the uniform estimates provided by the Schwarz inequality, the functions move analytically in the Banach space $L^\infty$ with the parameter $t$. Since the supports of $\mu(z, t)$ are uniformly bounded, the functions $\mu(z, t)$ also move analytically in $L^p$ with $t$. Thus $g = (I - U_{\mu})^{-1}S(\mu)$ moves
analytically in $L^p$ with $t$, and $T(\mu g + \mu)$ moves analytically with $t$, in the norm of uniform convergence on $C$. Hence $f(z, t) = z + T(\mu g + \mu)$ depends analytically on $t$. □

We complete this chapter with some remarks.

The uniform estimates derived in Theorems 7.2 and 7.3 clearly apply to $f \in QC(k, R)$ as do the computation rules for quasiconformal mappings and also Lemma 7.1. Also, we can assign to any $\mu \in L^\infty(k, R)$ a measurable ellipse field, and the arguments involving ellipse fields carry over to $f \in QC(k, R)$, as can be seen by approximating $\mu$ by smooth Beltrami coefficients.

We have normalized our quasiconformal maps so they look like $z + O(1/z)$ near infinity. Given $\mu$, the corresponding $f$ is unique up to compositions with Möbius transformations, so instead of this normalization we could normalize by fixing any three points of the sphere.

We do not have to restrict ourselves to functions which are holomorphic in $\{|z| > R\}$. By composing with a Möbius transformation, it will always be enough to simply assume $f$ is holomorphic in some disk. Although this restriction can also be removed (see [A2]), in our applications this condition will always be satisfied.

The way we will use quasiconformal mappings to study dynamical systems is as follows. Suppose $g$ is a smooth function with certain dynamical behavior, and suppose we can construct an ellipse field $E$ that is invariant under $g$, corresponding to a measurable Beltrami coefficient $\mu$ with $|\mu| \leq k < 1$. Let $\varphi$ solve the corresponding Beltrami equation, and set $f = \varphi \circ g \circ \varphi^{-1}$. Then $f$ has the same dynamical behavior as $g$, and moreover $f$ is analytic. Indeed, $\varphi^{-1}$ maps infinitesimal circles to $E$, $g$ maps $E$ to $E$, and $\varphi$ then maps $E$ back to infinitesimal circles, so that $f$ maps infinitesimal circles to infinitesimal circles, and $f$ is analytic.
The study of complex dynamical systems begins with the description of the local behavior near fixed points. We are concerned with the existence of canonical coordinate systems at fixed points. The coordinatizing functions play an important role, both locally and globally.

1. Classification of Fixed Points

Suppose $z_0$ is a fixed point of an analytic function $f$, that is, $f(z_0) = z_0$. The number $\lambda = f'(z_0)$ is called the multiplier of $f$ at $z_0$. We classify the fixed point according to $\lambda$ as follows:

*Attracting*: $|\lambda| < 1$. (If $\lambda = 0$ we refer to a superattracting fixed point.)

*Repelling*: $|\lambda| > 1$.

*Rationally neutral*: $|\lambda| = 1$ and $\lambda^n = 1$ for some integer $n$.

*Irrationally neutral*: $|\lambda| = 1$ but $\lambda^n$ is never 1.

It will be convenient to denote the iterates of a function $f$ by $f^1 = f$ and $f^n = f^{n-1} \circ f$. 

Suppose $z_0$ is an attracting fixed point for $f$. If $|\lambda| < \rho < 1$, then $|f(z) - z_0| \leq \rho|z - z_0|$ on some neighborhood of $z_0$. Then $|f^n(z) - z_0| \leq \rho^n|z - z_0|$, and consequently the iterates $f^n$ converge uniformly to $z_0$ on the neighborhood. We define the basin of attraction of $z_0$, denoted by $A(z_0)$, to consist of all $z$ such that $f^n(z)$ is defined for all $n \geq 1$ and $f^n(z) \to z_0$. Thus for $\varepsilon > 0$ small, $A(z_0)$ coincides with the union of the backward iterates $f^{-n}(\Delta(z_0, \varepsilon))$, and consequently $A(z_0)$ is open. The connected component of $A(z_0)$ containing $z_0$ is called the immediate basin of attraction of $z_0$ and denoted by $A^*(z_0)$.

We say that a function $f : U \to U$ is (conformally) conjugate to a function $g : V \to V$ if there is a conformal map $\varphi : U \to V$ such that $g = \varphi \circ f \circ \varphi^{-1}$, that is, such that

$$\varphi(f(z)) = g(\varphi(z)).$$

(1.1)

The maps $f$ and $g$ can be regarded as the same map viewed in different coordinate systems. The definition implies the iterates $f^n$ and $g^n$ are also conjugate, $g^n = \varphi \circ f^n \circ \varphi^{-1}$, as are $f^{-1}$ and $g^{-1}$ when defined, $g^{-1} = \varphi \circ f^{-1} \circ \varphi^{-1}$. Note that $\varphi$ maps fixed points of $f$ to fixed points of $g$, and the multipliers at the corresponding fixed points are equal. A basin of attraction for $f$ is mapped by a conjugating map $\varphi$ onto a basin of attraction for $g$.

Suppose we are given

$$f(z) = z_0 + \lambda(z - z_0) + a(z - z_0)^p + \cdots$$

with $p \geq 2$. Near $z_0$ the function $f$ "looks like" $g(\zeta) = \lambda \zeta$ in the case $\lambda \neq 0$, and like $g(\zeta) = a\zeta^p$ in the case $\lambda = 0$, $a \neq 0$, where $\zeta = z - z_0$. Does there always exist a $\varphi$ conjugating $f$ to $g$? It turns out that the answer depends on $f$ and in particular on the multiplier $\lambda$. We will show that a conjugation exists in the cases of attracting and repelling fixed points. In the case of an irrationally neutral fixed point, a conjugation exists unless $\lambda$ is "very close" to roots of unity. In the case of a rationally neutral fixed point, a conjugation does not exist in general, but a conjugation to another canonical form exists in a large domain with the point as a cusp on its boundary.

If $\lambda \neq 0$ and $\lambda$ is not a root of unity, then the conjugation $\varphi$ is unique up to a scale factor. To prove this, it suffices to show that any conjugation of $f(z) = \lambda z$ to itself is a constant multiple of $z$. Suppose $\varphi(z) = a_1z + a_2z^2 + \cdots$ is such a conjugation, so that $\varphi(\lambda z) = \lambda \varphi(z)$. Substituting power series and equating coefficients,
we obtain $a_n \lambda^n = \lambda a_n$, so that $a_n = 0$ for $n \geq 2$, and $\varphi(z) = a_1 z$. In the superattracting case $\lambda = 0$, the same method shows that any conjugation to $\zeta^p$ is unique up to multiplication by a $(p-1)$th root of unity. The functional equation of a conjugation of $z^p$ to itself is $\varphi(z^p) = \varphi(z)^p$, and comparing power series we find that $\varphi(z) = a_1 z$, where $a_1^p = a_1$.

When $\lambda$ is an $n$th root of unity, any conformal map of the form $\varphi(z) = zh(z^n) = b_1 z + b_{n+1} z^{n+1} + \cdots$ conjugates $\lambda z$ to itself. In particular, the identity map $z$ with multiplier $\lambda = 1$ is conjugated to itself by any conformal $\varphi$. We must consider other normal forms.

The idea of conformal conjugation was introduced by E. Schröder (1871) to study iteration of rational functions. Equation (1.1) and its variants are referred to as Schröder’s equation. There was some continuing interest in the iteration of rational functions in connection with algorithms for approximating roots, specifically Newton’s method. Schröder was interested in finding effective methods for computing iterates. Schröder (1870), and also A. Cayley (1879), found the basins of attraction for Newton’s method applied to quadratic polynomials (see the example to follow), and both mention the cubic case as an interesting problem. (According to Douady (1986), it was a question from a student in 1978 about the convergence of Newton’s method that initially aroused the interest of J. Hubbard, and “by contamination” of Douady himself, in rational iteration theory.) For color pictures of domains of attraction associated with Newton’s method applied to certain cubic polynomials, see Maps 66, 77 and 78 on pages 91, 116 and 117 of [PeR].

Schröder emphasized how addition and multiplication formulae for trigonometric and elliptic functions give rise to conjugations. For instance, the double angle formula for tangent shows that $z = -i \tan \zeta$ conjugates $2z/(1 + z^2)$ to $2\zeta$. The double angle formula for cosine is behind the following example.

**Example.** The polynomial $P(z) = z^2 - 2$ has a superattracting fixed point at $\infty$. Consider the conformal map $h(\zeta) = \zeta + 1/\zeta$ of $|\zeta| > 1$ onto $\mathbb{C} \setminus [-2, 2]$. The identity $P(h(\zeta)) = h(\zeta)^2 - 2 = h(\zeta^2)$ gives $h^{-1} \circ P \circ h = \zeta^2$, and $P(z)$ is conjugate to $\zeta^2$. Thus the dynamics of $P(z)$ on $\mathbb{C} \setminus [-2, 2]$ are the same as those of $\zeta^2$ on $|\zeta| > 1$. Since the iterates of any $\zeta$, $|\zeta| > 1$, under $\zeta^2$ tend to $\infty$, so do the iterates under $P$ of any $z \in \mathbb{C} \setminus [-2, 2]$. Evidently $[-2, 2]$ is invariant under $P$, so the basin of attraction of $\infty$ for $P$ is $A(\infty) = \overline{\mathbb{C}} \setminus [-2, 2]$. 
EXAMPLE. The preceding example extends as follows. Let \( T_n(z) = \cos(n \arccos z) \) be the \( n \)th Tchebycheff polynomial, and set \( F_n(z) = 2T_n(z/2) \), which is monic. The coordinate change \( z = h(\zeta) = \zeta + 1/\zeta = e^{iw} + e^{-iw} = 2 \cos w \) yields

\[
F_n(h(\zeta)) = 2 \cos(n \arccos(z/2)) = 2 \cos(nw) = h(\zeta^n).
\]

Thus \( h \) implements a conjugation of \( F_n \) and \( \zeta^n \).

EXAMPLE. Let \( S \) denote the unit square in the \( \zeta \)-plane with corners \( 0,1,1+i,i \) and let \( h \) be the conformal map taking \( S \) to the upper half-plane, with \( 0,1,1+i,i \) being mapped to \( \infty, -1, 0 \) respectively. Symmetry considerations show \( h \) maps \( i \) to \( +1 \) and \( (1+i)/2 \) to \( i \). We continue \( h \) by reflection to a meromorphic function on the whole \( \zeta \)-plane mapping unit-squares alternately to upper and lower half-planes. Then \( h \) is doubly periodic, with periods 2 and \( 2i \) and with a double pole at each period point. The function \( h(2\zeta) \) is also doubly periodic, and by comparing poles and expansion at 0 one checks that

\[
h(2\zeta) = \frac{1}{4} \frac{\prod [h(\zeta) - h((\pm 1 \pm i)/2)]}{h(\zeta)(h(\zeta) - 1)(h(\zeta) + 1)} = \frac{(h(\zeta)^2 + 1)^2}{4h(\zeta)(h(\zeta)^2 - 1)}. \]

Thus the rational function \( f(z) = (z^2 + 1)^2/4z(z^2 - 1) \) satisfies the Schröder equation \( h(2\zeta) = f(h(\zeta)) \), and \( h \) implements a conjugation of \( f(z) \) and multiplication by 2, at least where \( h \) is univalent. In any event this makes the dynamic behavior of \( f \) transparent. In particular, one sees that a point \( z \) is iterated by \( f \) to the repelling fixed point of \( f \) at \( \infty \) if and only if \( z = h(\zeta) \) for some dyadic point \( \zeta = 2^{-j}m + 2^{-k}ni \). Note that \( h \) is not univalent at 0, and the multiplier of \( f \) at \( \infty \) is 4. The function \( h \) is the Weierstrass \( \mathcal{P} \)-function. Several other elliptic functions were treated by Schröder, and this specific example was given by S. Lattès (1918).

EXAMPLE. We apply Newton's method (actually due in this form in 1690 to J. Raphson) to a quadratic polynomial \( P(z) \) with simple zeros. We are iterating \( f(z) = z - P(z)/P'(z) \), which has superattracting fixed points at the zeros of \( P(z) \) and a repelling fixed point at \( \infty \). The Möbius transformation \( \zeta = \varphi(z) \) sending the two zeros of \( P(z) \) to 0 and \( \infty \) respectively, and \( \infty \) to 1, conjugates \( f(z) \) to \( \zeta^2 \). Since the midpoint of the line segment joining the zeros of \( P(z) \) is mapped by \( f \) to \( \infty \), the midpoint is sent by \( \varphi \) to the preimage \( -1 \) of
+1. Thus the perpendicular bisector of the line segment joining the zeros of $P(z)$ is mapped by $\varphi$ to the unit circle. We conclude that the basins of attraction for Newton’s method are the respective open half-planes on either side of the bisector.

2. Attracting Fixed Points

The easiest to treat are the attracting fixed points that are not super-attracting. The following linearization theorem is due to G. Koenigs (1884).

**Theorem 2.1.** Suppose $f$ has an attracting fixed point at $z_0$, with multiplier $\lambda$ satisfying $0 < |\lambda| < 1$. Then there is a conformal map $\zeta = \varphi(z)$ of a neighborhood of $z_0$ onto a neighborhood of 0 which conjugates $f(z)$ to the linear function $g(\zeta) = \lambda \zeta$. The conjugating function is unique, up to multiplication by a nonzero scale factor.

**Proof.** Suppose $z_0 = 0$. Define $\varphi_n(z) = \lambda^{-n} f^n(z) = z + \cdots$. Then $\varphi_n$ satisfies

$$\varphi_n \circ f = \lambda^{-n} f^{n+1} = \lambda \varphi_{n+1}. $$

Thus if $\varphi_n \to \varphi$, then $\varphi \circ f = \lambda \varphi$, so $\varphi \circ f \circ \varphi^{-1} = \lambda \zeta$, and $\varphi$ is a conjugation.

To show convergence note that for $\delta > 0$ small

$$|f(z) - \lambda z| \leq C|z|^2, \quad |z| \leq \delta. $$

Thus $|f(z)| \leq |\lambda||z| + C|z|^2 \leq (|\lambda| + C\delta)|z|$, and by induction with $|\lambda| + C\delta < 1$,

$$|f^n(z)| \leq (|\lambda| + C\delta)^n |z|, \quad |z| \leq \delta. $$

We choose $\delta > 0$ so small that $\rho = (|\lambda| + C\delta)^2/|\lambda| < 1$, and we obtain

$$|\varphi_{n+1}(z) - \varphi_n(z)| = \left| f^n(f(z)) - \lambda f^n(z) \right| \leq \frac{C|f^n(z)|^2}{|\lambda|^{n+1}} \leq \frac{\rho^n C|z|^2}{|\lambda|} $$

for $|z| \leq \delta$. Hence $\varphi_n(z)$ converges uniformly for $|z| \leq \delta$, and the conjugation exists. The uniqueness assertion was already noted in the preceding section. □
The conjugation \( \varphi \) constructed above is normalized so that \( \varphi'(z_0) = 1 \). The uniform convergence shows that if \( f \) depends analytically on a parameter, so does the (normalized) conjugation \( \varphi \).

The Schröder equation (1.1) satisfied by the conjugating function \( \varphi \) becomes

\[
\varphi(f(z)) = \lambda \varphi(z). \tag{2.1}
\]

This equation allows us to extend \( \varphi \) analytically to the entire basin of attraction \( A(z_0) \), by the formula \( \varphi(z) = \varphi(f^n(z))/\lambda^n \), where \( n \) is chosen large enough so that \( f^n(z) \) belongs to a coordinate neighborhood of \( z_0 \). The extended \( \varphi \) is well-defined and satisfies the same functional equation (2.1). Note that \( \varphi(z) = 0 \) if and only if \( f^n(z) = z_0 \) for some \( n \geq 1 \).

The branch of \( \varphi^{-1} \) mapping 0 to \( z_0 \) can be continued until we meet a critical point of \( f \) or leave the domain of \( f \). If \( f \) is a polynomial, or rational, then the range of \( \varphi \) covers the entire complex plane. The Riemann surface of \( \varphi^{-1} \) is a branched covering surface over \( \mathbb{C} \), on which the action of \( f \) can be described as a multiplication by \( \lambda \) and a shift from one sheet to another.

**Example.** Suppose \( f(z) \) is a finite Blaschke product of order \( d \), with a simple zero at \( z = 0 \):

\[
f(z) = e^{i\theta_0} z \prod_{j=2}^{d} \frac{z - a_j}{1 - \overline{a}_j z}.
\]

The basin of attraction \( A(0) \) of the fixed point 0 is the open unit disk \( \Delta \). The conjugating function \( \varphi \) is an infinite-to-one mapping of \( \Delta \) onto the complex plane \( \mathbb{C} \), whose zero set accumulates on all of \( \partial \Delta \). The functional equation (2.1) for \( \varphi \) shows that the critical points of \( \varphi \) are the critical points of \( f \) and all their inverse iterates.

### 3. Repelling Fixed Points

The existence of a conjugating map for a repelling fixed point follows immediately from the attracting case. For suppose \( f(z) = z_0 + \lambda(z - z_0) + \cdots \) where \(|\lambda| > 1 \). Then \( f^{-1}(z) = z_0 + (z - z_0)/\lambda + \cdots \) has an attracting fixed point at \( z_0 \). Any map conjugating \( f^{-1}(z) \) to \( \zeta/\lambda \) also conjugates \( f(z) \) to \( \lambda \zeta \).
EXAMPLE. If $P(z)$ is a polynomial with a repelling fixed point at the origin, the corresponding map $h = \varphi^{-1}$ can be defined on the entire plane by the functional equation $h(\lambda \zeta) = P(h(\zeta))$. It is an entire function of finite order, and in fact it satisfies an estimate of the form

$$\log |h(\zeta)| \leq C_0 + C_1 |\zeta|^\tau, \quad \tau = \frac{\log d}{\log |\lambda|}, \quad d = \deg P.$$ 

As a special case, the monomial $z^m$ has a repelling fixed point at $z = 1$ with multiplier $m$. The coordinate change $\zeta = \varphi(z) = \log z$ conjugates $z^m$ to $m\zeta$. The corresponding entire function is $h(\zeta) = e^\zeta$.

4. Superattracting Fixed Points

In the superattracting case the existence of a conjugation was first proved by L.E. Boettcher (1904).

**Theorem 4.1.** Suppose $f$ has a superattracting fixed point at $z_0$,

$$f(z) = z_0 + a_p(z - z_0)^p + \cdots, \quad a_p \neq 0, \quad p \geq 2.$$ 

Then there is a conformal map $\zeta = \varphi(z)$ of a neighborhood of $z_0$ onto a neighborhood of 0 which conjugates $f(z)$ to $\zeta^p$. The conjugating function is unique, up to multiplication by a $(p - 1)$th root of unity.

**Proof.** Suppose $z_0 = 0$. For $|z|$ small there is $C > 1$ such that $|f(z)| \leq C|z|^p$. By induction, writing $f^{n+1} = f^n \circ f$ and using $p \geq 2$, we find that

$$|f^n(z)| \leq (C|z|)^p^n, \quad |z| \leq \delta,$$

so $f^n(z) \to 0$ super-exponentially.

If we change variables by setting $w = cz$ where $c^{p-1} = 1/a_p$ then we have conjugated $f$ to the form $f(w) = w^p + \cdots$. Therefore we may assume $a_p = 1$. We wish to find a conjugating map $\varphi(z) = z + \cdots$ such that $\varphi(f(z)) = \varphi(z)^p$, which is equivalent to the condition that $\varphi \circ f \circ \varphi^{-1} = \zeta^p$. Let

$$\varphi_n(z) = f^n(z)^{p^{-n}} = (z^{p^n} + \cdots)^{p^{-n}} = z(1 + \cdots)^{p^{-n}},$$

which is well defined in a neighborhood of the origin. The $\varphi_n$'s satisfy

$$\varphi_{n-1} \circ f = (f^{n-1} \circ f)^{p^{-n+1}} = \varphi_n^p,$$
so if $\varphi_n \to \varphi$ then $\varphi$ satisfies $\varphi \circ f = \varphi^p$ and so is a solution. To show that $\{\varphi_n\}$ converges, we write $f^{n+1} = f \circ f^n$ and note that

$$
\frac{\varphi_{n+1}}{\varphi_n} = \left( \frac{\varphi_1 \circ f^n}{f^n} \right)^{p^{-n}} = (1 + O(|f^n|))^{p^{-n}} = 1 + O(p^{-n})O(\|z\|^p C^p) = 1 + O(p^{-n})
$$

if $|z| \leq 1/C$. Thus the product

$$
\prod_{n=1}^{\infty} \frac{\varphi_{n+1}}{\varphi_n}
$$

converges uniformly for $|z| \leq c < 1/C$, and this implies $\{\varphi_n\}$ converges. Hence $\varphi$ exists. The uniqueness statement was noted in Section 1. □

Again if $f$ depends analytically on a parameter, then so does the conjugation $\varphi$ constructed above. In this case the functional equation satisfied by the Boettcher coordinate function,

$$
\varphi(f(z)) = \varphi(z)^p,
$$

allows us to extend $\varphi$ analytically only until we meet a critical point of $f$. However, the functional equation

$$
\log |\varphi(f(z))| = p \log |\varphi(z)|
$$

allows us to extend $\log |\varphi(z)|$ to the entire basin of attraction $A(z_0)$ of $z_0$. The extended function is a negative harmonic function, except for logarithmic poles at all inverse iterates of $z_0$. 

Consider the case in which $f$ is a $p$-sheeted cover of the immediate basin of attraction $A^*(z_0)$ onto itself. The only pole of $\log |\varphi(z)|$ is now $z_0$, and $\log |\varphi(z)| = \log |z - z_0| + O(1)$ at $z_0$. Furthermore, the functional equation shows that $\log |\varphi(z)| \to 0$ as $z \to \partial A^*(z_0)$. Except for sign, these are precisely the properties that characterize Green's function $G(z, z_0)$ for $A^*(z_0)$ with pole at $z_0$, and we obtain

$$
\log |\varphi(z)| = -G(z, z_0), \quad z \in A^*(z_0).
$$

**Example.** A polynomial $P(z) = az^d + \cdots$ with $d \geq 2$ and $a \neq 0$ has a superattracting fixed point at $\infty$. Replacing 0 by $\infty$ in Boettcher's
theorem, we see that $P(z)$ is conjugate to $\zeta^d$ near $\infty$. The conjugating map has the form $\varphi(z) = cz + O(1)$, with a simple pole at $\infty$. Again the functional equation

$$\log |\varphi(P(z))| = d \log |\varphi(z)|, \quad |z| > R,$$

allows us to extend $\log |\varphi|$ to the entire basin of attraction $A(\infty)$ of $\infty$. The basin of attraction has no bounded components, by the maximum principle, so that $A(\infty) = A^*(\infty)$ is connected. The extended $\log |\varphi|$ is harmonic on $A(\infty)$, and $\log |\varphi(z)| \to 0$ as $z$ tends to the boundary. This time

$$\log |\varphi(z)| = \log |z| + \log |c| + o(1), \quad |z| \to \infty.$$ 

Now Green’s function for an exterior domain $D$ with pole at $\infty$ is characterized as the positive harmonic function on $D$ which tends to zero at $\partial D$ (or at least at all regular boundary points of $\partial D$), and which has the form

$$G(z, \infty) = \log |z| + \sigma + o(1)$$

at $\infty$. The constant $\sigma$ appearing here is called Robin’s constant, and the logarithmic capacity of $\partial D$ can be defined as $e^{-\sigma}$. (See [Ts].) In the case at hand we see that $\log |\varphi(z)|$ is Green’s function for $A(\infty)$ with pole at $\infty$, and $\log |c|$ is Robin’s constant. The logarithmic capacity of $\partial A(\infty)$ is $1/|c| = |a|^{-1/(d-1)}$.

5. Rationally Neutral Fixed Points

Suppose $\lambda^n = 1$ and $f(z) = \lambda z + az^{p+1} + \cdots$, $a \neq 0$. We consider three cases:

1. $\lambda = 1$, $p = 1$,
2. $\lambda = 1$, $p > 1$,
3. $\lambda^n = 1$, $\lambda \neq 1$.

Case 1. We assume $f(z) = z + az^2 + \cdots$ with $a \neq 0$. By conjugating $f$ by $\varphi(z) = az$, we may assume $a = 1$. Let us next move 0 to $\infty$
by conjugating by the inversion $z \to -1/z$. The conjugated map has the expansion
\[ g(z) = z + 1 + \frac{b}{z} + \cdots \] (5.1)
near $\infty$. We shall consider two methods for proving there is a map $\varphi$ conjugating $g$ to the translation $z \to z + 1$. The first is due to Fatou and uses the asymptotic behavior of $g^n$. The second involves quasiconformal mappings.

First observe that if $C_0 > 0$ is sufficiently large, then the half-plane $\{ \text{Re } z > C_0 \}$ is invariant under $g$, and
\[ \text{Re } g^n(z) > \text{Re } z + \frac{n}{2}, \quad \text{Re } z \geq C_0, \ n \geq 1. \]
This is proved easily by induction, as is the upper bound in
\[ \frac{n}{2} \leq |g^n(z)| \leq |z| + 2n, \quad \text{Re } z \geq C_0, \ n \geq 1. \]
These estimates are valid whenever $g(z) = z + 1 + o(1)$, and they will be used later.

In the first method we define $\varphi_n$ by
\[ \varphi_n(z) = g^n(z) - n - b \log n, \quad \text{Re } z \geq C_0. \]
From
\[ g^{k+1}(z) = g^k(z) + 1 + \frac{b}{g^k(z)} + O\left(\frac{1}{k^2}\right) \]
we obtain
\[ \varphi_{k+1}(z) - \varphi_k(z) = b[\log k - \log(k+1)] + b \frac{1}{g^k(z)} + O\left(\frac{1}{k^2}\right) = O\left(\frac{1}{k}\right), \]
where the estimates are all independent of $z$. It follows that
\[ |\varphi_n(z) - z| \leq |\varphi_1(z) - z| + \sum_{k=1}^{n-1} |\varphi_{k+1}(z) - \varphi_k(z)| = O(\log n) \]
for $\text{Re } z \geq C_0$. Now to prove that $\varphi_n(z)$ converges, we estimate
\[ \varphi_{n+1}(z) - \varphi_n(z) = b \log n - b \log(n+1) + g^{n+1}(z) - g^n(z) - 1 \]
\[ = -\frac{b}{n} + \frac{b}{g^n(z)} + O\left(\frac{1}{n^2}\right) \]
\[ = b \left[ \frac{1}{n + b \log n + \varphi_n(z)} - \frac{1}{n} \right] + O\left(\frac{1}{n^2}\right) \]
\[ = \frac{b}{n^2} O\left(\log n + \varphi_n(z)\right) + O\left(\frac{1}{n^2}\right) = O\left(\frac{\log n}{n^2}\right). \]
Hence $\sum |\varphi_{n+1}(z) - \varphi_n(z)| < \infty$, and $\varphi_n$ converges, say to $\varphi$. Since the $\varphi_n$'s are univalent, so is $\varphi$. From the definition, $\varphi_n(g(z)) = \varphi_{n+1}(z) + 1 + b \log(1 + 1/n)$. Hence $\varphi \circ g = \varphi + 1$, and $\varphi$ conjugates $g$ to the translation $z \rightarrow z + 1$.

Using the functional equation $\varphi(g(z)) = \varphi(z) + 1$, we can continue $\varphi$ analytically to any domain $\Omega$ on which $g$ is defined and satisfies $g(\Omega) \subseteq \Omega$ and $\text{Re} g^n(z) \rightarrow +\infty$, $z \in \Omega$. For instance, from the asymptotic form of $g$ at $\infty$ we see that for any $\delta > 0$ we can choose $C_\delta$ so large that $\Omega = \{|y| > -\delta x + C_\delta\} \cup \{x > C_0\}$, the union of three half-spaces, is invariant under $g$, and $g$ on $\Omega$ is conjugate to translation.

With some more effort we can construct an invariant domain $\Omega$ with smooth boundary so that the part of $\Omega$ in the half-plane $x < -2$ consists of the domain above the curve $y = C \log |x|$ and the symmetric domain below the curve $y = -C \log |x|$, where $C > 0$ is appropriately large, as at the left of Figure 1. Indeed, from $g(z) = u + iv = x + 1 + iy + \mathcal{O}(1/|z|)$, we obtain for $z$ on the upper boundary curve that

$$\log |u| = \log |x| - \frac{1}{|x|} + \mathcal{O}\left(\frac{1}{|x|^2}\right),$$

so that

$$v \geq y - \frac{A}{|z|} = C \log |x| - \frac{A}{|z|}\geq C \log |u| + \frac{C}{|x|} - \frac{A}{|z|} + \mathcal{O}\left(\frac{1}{|x|^2}\right) \geq C \log |u|$$
for $C$ large enough. If we connect the two logarithm curves as in Figure 1, we have an invariant $\Omega$, on which $g$ is conjugate to translation. A similar estimate in the right half-plane shows that for $C$ sufficiently large and any $t \geq 0$ the domain $\Omega_t$ defined by $x > C_0$ and $|y| \leq C \log x + t$ is invariant under $g$. Note that the $\Omega_t$'s fill out the half-plane $x \geq C_0$. Thus for any $C_1 > C$ the domain $\Omega^*$ defined by $x > C_0$ and $|y| \leq C_1 \log x$ is invariant under $g$, and moreover it captures eventually the forward orbit of every point in the half-plane $x > C_0$.

The inversion $z \rightarrow -1/z$ carries $\Omega$ to the cardioid-shaped region pictured at the right of Figure 1, which we refer to loosely as the attracting petal for the fixed point. Inside the attracting petal $f$ is conjugate to $z \rightarrow z/(1-z)$. At the cusp the boundary curves are tangent to the positive real axis. In fact, the images of the logarithm curves defined above have the form $y = \pm C x^2 \log(1/x) + O(y^2)$ as $x \rightarrow 0+$. The iterates of any point in the cardioid tend to 0 in a direction tangential to the negative real axis. Furthermore they all eventually enter and approach 0 through the image of $\Omega^*$, which forms a narrow corridor bounded by curves of the form $y = \pm C_1 x^2 \log(1/|x|) + O(y^2)$ as $x \rightarrow 0-$.

We now describe the second method for dealing with this case. As before, assume $g$ is given by (5.1), and let $V = \{\text{Re } z > A\}$ be a half-plane such that $g(V) \subset V$. Let $L$ be the vertical line bounding $V$. Then $L' = g(L)$ is a smooth curve which is approximately the translation of $L$ by 1 to the right. Let $S$ denote the vertical strip in the $z$-plane bounded by $L$ and $L'$. In the $\zeta = \xi + i\eta$ plane, let $\Sigma$ be the honest strip $\{0 < \xi < 1\}$. We construct a diffeomorphism $h : \Sigma \rightarrow S$ by setting $h(i\eta) = A + i\eta$ and $h(1 + i\eta) = g(A + i\eta)$ and then filling in these boundary values in a smooth way, uniformly as $\text{Im } \zeta \rightarrow \pm \infty$. For technical reasons, let $h$ be conformal on some disk in $\Sigma$.

We now extend $h(\zeta)$ to a diffeomorphism of the right half-plane onto $V$ by iterating the formula $h(\zeta + 1) = g(h(\zeta))$. The analyticity of $g$ guarantees that the ellipse field (Beltrami coefficient) $\mu$ of $h$ is invariant under translation by 1, $\mu(\zeta + 1) = \mu(\zeta)$. Extend $\mu$ to the whole $\zeta$-plane to be periodic. Then $\mu$ is smooth except at $\infty$, and $|\mu| \leq k < 1$. Also, $\mu = 0$ on open sets where $h$ is analytic.

Solve the Beltrami equation $\psi_\zeta = \mu \psi_\zeta$, so that $\psi$ fixes the points 0, 1, $\infty$. The ellipse field corresponding to $\mu$ is invariant under the
translation function \( G(\zeta) = \zeta + 1 \). Hence \( \psi_1 = \psi \circ G \circ \psi^{-1} \) is confor-
mal everywhere, as is seen by considering its action on infinitesimal
circles. Thus it is Möbius, and since \( \psi_1 \) fixes \( \infty \) and takes 0 to 1 it
must be of the form \( \psi_1(z) = az + 1 \). So \( \psi \) must satisfy the functional
equation \( \psi(\zeta + 1) = a\psi(\zeta) + 1 \).
Define \( \varphi = \psi \circ h^{-1} \) on \( V \). Then \( \varphi(z) \) is analytic on \( V \) and satisfies
\[
\varphi \circ g = \psi \circ h^{-1} \circ g = \psi \circ G \circ h^{-1} = a(\psi \circ h^{-1}) + 1 = a\varphi + 1.
\]
We claim that \( a = 1 \), and for this we check the stretching of \( \varphi \)
at \( \infty \). Note that \( h^{-1} \) can be extended from \( V \) to to a quasiconfor-
mal homeomorphism of \( \overline{C} \), so that \( \varphi \) is the restriction to \( V \) of a
quasiconformal homeomorphism of \( \overline{C} \). The Hölder condition of The-
orem I.7.3, applied to \( 1/\varphi(1/z) \), then yields an estimate of the form
\[
|\varphi(g^n(z))| \leq C|g^n(z)|^\alpha
\]
for some fixed \( 0 < \alpha < 1 \), which is \( \sim n^\alpha \). On
the other hand, if \( a \neq 1 \) then
\[
\varphi(g^n(z)) = a^n \varphi(z) + a^{n-1} + \cdots + a + 1 = a^n \varphi(z) + (a^n - 1)/(a - 1).
\]
Since \( \varphi(g^n(z)) \to \infty \), we have \( |a| > 1 \), and then \( |\varphi(g^n(z))| \sim |a|^n \),
which grows faster than \( n^\alpha \). We conclude that \( a = 1 \), and \( \varphi \) is the
desired conjugation.

**Case 2.** Suppose now that
\[
z' = f(z) = z + az^{p+1} + \cdots \text{ with } a \neq 0
\]
and \( p > 1 \). As before we may assume \( a = 1 \). Define \( z = \zeta^{1/p} \) and
\( z' = \zeta'^{1/p} \) for \( 0 < \arg \zeta \), \( \arg \zeta' < 2\pi \) and \( z, z' \) restricted to an
appropriate sector of aperture \( 2\pi/p \). Then
\[
\zeta' = \zeta + \frac{1}{p}\zeta^2 + \mathcal{O}(|\zeta|^{2+1/p}).
\]
We renormalize again to remove the \( p \) and then change variables by
\( \zeta = -1/z \) and \( \zeta' = -1/z' \). This gives
\[
z' = g(z) = z + 1 + \mathcal{O}(|z|^{-1/p}).
\]
The first method in Case 1 can be used here again, but it becomes
much more complicated since not only \( \log n \) enters but also other
terms involving \( n^{k/p} \) for \( 1 \leq k \leq p \). On the other hand, the second
method involving quasiconformal maps goes through in this case
without change. Moreover, the discussion of the invariant domain \( \Omega \)
remains intact, except that now the invariant \( \Omega \) is bounded by the
curves \( y = \pm C|x|^{1-1/p} \) in some half-space \( x < -M \).
Another proof covering Case 2 proceeds as follows. First we kill off one by one the higher order Taylor coefficients of \( f(z) = z + z^{p+1} + a_{p+2}z^{p+2} + \cdots \) by conjugations of the form \( z \rightarrow z + \alpha z^k \). Only the coefficient of \( z^{2p+1} \) refuses to die, and we obtain for any arbitrarily large prescribed \( q \) a conjugation of \( f(z) \) to

\[
F(z) = z + z^{p+1} + Az^{2p+1} + \mathcal{O}(|z|^q).
\]

The coefficient \( A \) is actually a conformal conjugation invariant, though not the only one (see [Vo]). If now we fix \( q > 2p+1 \), then the method used in Case 1 applied to \( F(z) \) converges to the desired conjugation. (We mention as another approach the proof in [Mi2], in which a couple of preliminary smoothings near \( \infty \) lead to rapid convergence.)

The picture is as follows. Instead of having a single attracting petal, there are now \( p \) attracting petals, each within a sector of aperture \( 2\pi/p \), as in Figure 2. The angles of the boundary rays of the sectors are given in terms of the coefficient \( a \) of \( z^{p+1} \) by

\[
\theta_k = -\frac{\arg a}{p} + \frac{2\pi k}{p}, \quad 0 \leq k \leq p - 1.
\]

These are called the repelling directions. They are exactly the angles for which \(|1+az^p|\) is the largest, that is, for which \( f(z) = z(1+az^p) + \mathcal{O}(|z^{p+2}|) \) expands the most. The gap between two consecutive petals is contained in a cusp bounded by curves with \(|\theta - \theta_k| \sim |z|^{1+1/p}\). The directions for which \(|1+az^p|\) is smallest are given by \( \theta_k = \theta_k + \pi/p \), and these are called the attracting directions. The rays in these directions bisect the petals. Each petal is invariant under \( f \), and the
iterates of a point in the petal approach the fixed point 0 eventually through a corridor bounded by curves with \( |\theta - \theta'_k| \sim |z|^{1+1/p} \). The symmetry of the conditions is easy to explain. Replacing \( f(z) = z + az^{p+1} + \cdots \) by \( \tilde{f}(z) = z - az^{p+1} - \cdots \) has the effect of running the flow backward, interchanging attracting and repelling directions.

**Case 3.** Finally assume \( f(z) = \lambda z + \cdots \), where \( \lambda \) is a primitive \( n \)th root of unity. Then \( f^n(z) \) must belong to either Case 1 or 2. Let \( P_1, \ldots, P_p \) be the petals for \( f^n \). Then \( f(P_i) \) essentially coincides with \( P_j \) for some \( j \), and \( f \) permutes the petals in cycles of length \( n \).

Thus \( p = k \cdot n \) for some integer \( k \), and \( n \) divides \( p \). In particular, if \( f^n(z) = z + a_m z^m + \cdots \) where \( a_m \neq 0 \), then \( m = kn + 1 \) for some integer \( k \), and the number of petals is \( p = m - 1 \). This is a purely algebraic fact, which is not so easy to prove directly.

**Example.** If \( f(z) = -z + z^4 \), then \( f^2(z) = z - 4z^7 + 6z^{10} - 6z^{13} + z^{16} \), so there are six petals and \( f \) interchanges opposing petals. One can check that the perturbed map \( -z + z^4 + \varepsilon z^5 \) has fewer petals.

6. Irrationally Neutral Fixed Points

Now let \( \lambda = e^{2\pi i \theta} \) where \( \theta \) is irrational. We want a solution \( \varphi \) of the Schröder equation \( \varphi(f(z)) = \lambda \varphi(z) \), normalized by \( \varphi'(0) = 1 \). For \( h = \varphi^{-1} \) this becomes

\[
\begin{align*}
    f(h(\zeta)) &= h(\lambda \zeta), \\
    h'(0) &= 1.
\end{align*}
\] (6.1)

We begin our discussion with a simple observation.

**Theorem 6.1.** A solution \( h \) to the Schröder equation (6.1) in any disk \( \{|\zeta| < r\} \) is univalent.

**Proof.** Suppose \( h(\zeta_1) = h(\zeta_2) \). Then \( h(\lambda^n \zeta_1) = h(\lambda^n \zeta_2) \) for all \( n > 0 \). But \( \{\lambda^n\} \) is dense in the unit circle so \( h(\zeta_1 e^{i\theta}) = h(\zeta_2 e^{i\theta}) \) for every \( \theta \). This implies \( h(\zeta_1 z) = h(\zeta_2 z) \) for \( |z| < 1 \), and since \( h'(0) = 1 \), \( \zeta_1 = \zeta_2 \). □

**Theorem 6.2.** A solution \( h \) to the Schröder equation (6.1) exists if and only if the sequence of iterates \( \{f^n\} \) is uniformly bounded in some neighborhood of the origin.
Proof. If $h$ exists then $f^n(z) = h(\lambda^n h^{-1}(z))$ is obviously bounded. On the other hand, if $|f^n| \leq M$ for all $n$, then we can define
\[
\varphi_n(z) = \frac{1}{n} \sum_{j=0}^{n-1} \lambda^{-j} f^j(z).
\]
Then $\{\varphi_n\}$ is a uniformly bounded sequence of analytic functions, so contains a convergent subsequence. Since $\varphi_n \circ f = \lambda \varphi_n + O(1/n)$, any limit of the $\varphi_n$'s satisfies $\varphi \circ f = \lambda \varphi$. From $\lambda = f'(0)$ we have $\varphi'_n(0) = 1$, and $\varphi'(0) = 1$. Thus $h = \varphi^{-1}$ is a solution to (6.1). \[
\square
\]

One immediate consequence of Theorem 6.2, which is not so easy to see directly, is that if $f$ is topologically conjugate to $\lambda z$ near 0, then it is conformally conjugate. Indeed, if there is a topological mapping $h$, $h(0) = 0$, such that $h^{-1} \circ f \circ h = \lambda \zeta$, then for $\delta > 0$ small the images of the disks $\Delta(0, \delta)$ under $h$ are invariant under $f$, so the iterates of $f$ are uniformly bounded on a neighborhood of 0.

**Theorem 6.3.** There exists a $\lambda = e^{2\pi i \theta}$ so that the Schröder equation (6.1) has no solution for any polynomial $f$.

**Proof.** Let $f(z) = z^d + \cdots + \lambda z$, and suppose there is a conjugation $h$ defined on $\Delta(0, \delta)$. Consider the $d^n$ fixed points of $f^n$, that is, the roots of
\[
f^n(z) - z = z^{d^n} + \cdots + (\lambda^n - 1)z = 0.
\]
One root is 0. Label the others $z_1, \ldots, z_{d^n-1}$ and note that since $f^n(z) = h(\lambda^n h^{-1}(z))$ has only one zero in $\Delta(0, \delta)$, $z_j \not\in \Delta(0, \delta)$ for $j = 1, \ldots, d^n - 1$. Thus
\[
\delta^{d^n} \leq \prod |z_j| = |1 - \lambda^n|.
\]
We now construct a $\lambda$ for which this is impossible, thus contradicting the existence of $h$. Suppose $q_1 < q_2 < \cdots$ is an increasing sequence of integers, and set $\theta = \sum_{k=1}^{\infty} 2^{-q_k}$ and $\lambda = \exp(2\pi i \theta)$. Then
\[
|1 - \lambda^{2q_k}| \sim 2^{q_k - q_{k+1}}.
\]
Taking logarithms, we find that
\[
q_{k+1} \leq C(\delta) d^{2q_k}.
\]
If we define inductively $q_k$’s to grow very rapidly, say with $\log q_{k+1} \geq k2^q_k$, this inequality is violated for any $d$ and $\delta > 0$. □

An example as above was first given in 1917 by G.A. Pfeifer. The work was continued by H. Cremer, who proved in 1938 that if $|\lambda| = 1$ and $\lim \inf |\lambda^n - 1|^{1/n} = 0$, then there is an analytic function $f(z) = \lambda z + \cdots$ such that the Schröder equation (6.1) has no solution. In a seminal paper in 1942, C.L. Siegel gave the first example of a unimodular $\lambda$ for which (6.1) is solvable.

A real number $\theta$ is Diophantine if it is badly approximable by rational numbers, in the sense that there exist $c > 0$ and $\mu < \infty$ so that
\[
\left| \theta - \frac{p}{q} \right| \geq \frac{c}{q^\mu} \quad (6.2)
\]
for all integers $p$ and $q$, $q \neq 0$. This occurs if and only if $\lambda = e^{2\pi i \theta}$ satisfies
\[
|\lambda^n - 1| \geq cn^{1-\mu}, \quad n \geq 1.
\]

For fixed $\mu > 2$, the condition (6.2) holds for a.e. real number $\theta$. Indeed, if $E$ is the set of $\theta \in [0,1]$ such that $|\theta - p/q| < q^{-\mu}$ infinitely often, then the measure of $E$ is estimated in the obvious way by
\[
|E| \leq \sum_{q=n}^{\infty} 2 \cdot q^{-\mu} \cdot q = \mathcal{O}(n^{2-\mu}) \to 0.
\]
In particular, almost all real numbers are Diophantine. By a theorem of J. Liouville [HaW], any algebraic surd $\theta$ of degree $m$ satisfies (6.2) for $\mu > m$.

**Theorem 6.4 (Siegel).** If $\theta$ is Diophantine, and if $f$ has fixed point at 0 with multiplier $e^{2\pi i \theta}$, then there exists a solution to the Schröder equation (6.1), that is, $f$ can be conjugated near 0 to multiplication by $e^{2\pi i \theta}$.

**Proof.** We want to solve $h(\lambda z) = f(h(z))$. If we define $\hat{f}$ and $\hat{h}$ by $f(z) = \lambda z + \hat{f}(z)$ and $h(z) = z + \hat{h}(z)$, then the equation can be written
\[
\hat{h}(\lambda z) - \lambda \hat{h}(z) = \hat{f}(h(z)). \quad (6.3)
\]
Siegel’s original method was to expand both sides in power series
using

\[ \hat{h}(z) = \sum_{n=2}^{\infty} a_n z^n, \quad \hat{f}(z) = \sum_{n=2}^{\infty} b_n z^n \]

to inductively obtain equations of the form \( a_n (\lambda^n - \lambda) = A_n (a_2, \ldots, a_{n-1}, b_2, \ldots, b_n), \ n \geq 2 \). Using \( |\lambda^n - \lambda| > cn^{1-\mu} \) he was able to estimate the \( a_n \)'s and prove the power series converges. This is not easy. We take a different route, following the proof in [SiM].

We shall use KAM theory (A.N. Kolmogorov, V.I. Arnold, J. Moser) in a simple case. We consider coordinate changes \( \psi \) around \( z = 0 \), normalized so that \( \psi(z) = z + \hat{\psi}(z) \), where \( \hat{\psi}(z) = O(z^2) \).

Instead of finding a solution to (6.1) right away, we build a \( \psi \) so that

\[ \psi^{-1} \circ f \circ \psi = g(z) = \lambda z + \hat{g}(z), \quad (6.4) \]

where \( \hat{g} \) is smaller than \( \hat{f} \) is some sense. (Note that \( \hat{g} = 0 \) solves the problem.) We then repeat the procedure with \( f \) replaced by \( g \) and \( \psi \)

defined on a slightly smaller disk. Careful estimates show we obtain the desired \( h \) in the limit on a disk of positive radius.

So suppose \( \hat{f}(z) \) is as above. The idea is to replace (6.3) by its linear version, by replacing \( h \) in the right-hand side by \( z \),

\[ \hat{\psi}(\lambda z) - \lambda \hat{\psi}(z) = \hat{f}(z). \quad (6.5) \]

This can easily be solved for \( \hat{\psi} \),

\[ \hat{\psi}(z) = \sum_{j=2}^{\infty} \frac{b_j}{\lambda^j - \lambda} z^j, \]

and our hope is that the corresponding \( \hat{g} \) defined by (6.4) is smaller than \( \hat{f} \). We estimate \( \hat{g} \) and \( \hat{g}' \) using the assumptions

\[ \frac{1}{|\lambda^n - 1|} \leq c_0 \frac{n^\mu}{\mu!}, \]

\[ |\hat{f}'(z)| < \delta \quad \text{in} \quad \Delta(0, r). \]

We have two parameters \( \delta, r \) and want to find the corresponding values for \( g = \psi^{-1} \circ f \circ \psi \). First we estimate \( \hat{\psi} \) in a slightly smaller disk \( \Delta(0, r(1-\eta)) \) for some \( 0 < \eta < 1/5 \). From the Cauchy estimates for the power series coefficients of \( \hat{f}' \), we have

\[ |b_j| \leq \frac{\delta}{j r^{j-1}}, \]
and so for \( z \in \Delta(0, (1 - \eta)r) \), we have

\[
|\hat{\psi}'| \leq \sum_{j=2}^{\infty} \frac{j \beta_j}{|\lambda^j - \lambda|} r^{j-1} (1 - \eta)^{j-1} \leq \frac{c_0 \delta}{\mu!} \sum_{j=2}^{\infty} j^\mu (1 - \eta)^{j-1} < \frac{c_0 \delta}{\mu!} \sum_{j=1}^{\infty} j(j+1) \cdots (j+\mu-1)(1 - \eta)^{j-1} = \frac{c_0 \delta}{\eta^{\mu+1}}.
\]

If we also assume \( c_0 \delta < \eta^{\mu+2} \) then we have \( |\hat{\psi}'| \leq \eta \) in this disk.

Clearly \( |\hat{\psi}'| \leq \eta \) implies that \( \psi \) maps \( \Delta(0, r(1-4\eta)) \) into \( \Delta(0, r(1-3\eta)) \). Furthermore \( \psi \) takes every value in \( \Delta(0, r(1-2\eta)) \) precisely once in \( \Delta(0, r(1-\eta)) \), in view of the argument principle and the observation that \( |\psi(z)| \geq r(1-2\eta) \) for \( z \in \partial \Delta(0, r(1-\eta)) \) and \( \psi(z) = 0 \) only at 0 in this disk. Now consider how \( g = \psi^{-1} \circ f \circ \psi \) maps \( \Delta(0, r(1-4\eta)) \). First \( \psi \) takes this disk into \( \Delta(0, r(1-3\eta)) \), then \( f \) takes this to \( \Delta(0, r(1-2\eta)) \) if \( \delta < \eta \), and finally \( \psi^{-1} \) takes \( \Delta(0, r(1-2\eta)) \) into \( \Delta(0, r(1-\eta)) \). Thus \( g \) maps \( \Delta(0, r(1-4\eta)) \) into \( \Delta(0, r(1-\eta)) \).

We now estimate \( \hat{g} \). From (6.4) we have

\[
\hat{g}(z) + \hat{\psi}(\lambda z + \hat{g}) = \lambda \hat{\psi}(z) + \hat{f}(z + \hat{\psi}),
\]

and using (6.5) we obtain

\[
\hat{g}(z) = \hat{\psi}(\lambda z) - \hat{\psi}(\lambda z + \hat{g}) + \hat{f}(z + \hat{\psi}) - \hat{f}(z).
\]

We wish to estimate \( \hat{g} \) in \( \Delta(0, r(1-4\eta)) \). Let \( C \) be the maximum of \( |\hat{g}| \) in this disk. Then

\[
C \leq \sup |\hat{\psi}'| \cdot Ca + \sup |\hat{f}(z + \hat{\psi}) - \hat{f}(z)| \leq \eta C + \delta \cdot \frac{c_0 \delta}{\eta^{\mu+1}} \cdot r.
\]

Solving for \( C \) gives

\[
C \leq \frac{c_0 \delta^2 r}{\eta^{\mu+1}} \frac{1}{1 - \eta},
\]

so by Cauchy’s estimate

\[
|\hat{g}'| \leq \frac{c_0 \delta^2 r}{\eta^{\mu+2}} \frac{1}{1 - \eta}, \quad z \in \Delta(0, r(1-5\eta)).
\]

Note in particular that the \( \delta \) in the estimate for \( \hat{f}' \) has become a \( \delta^2 \) in the estimate for \( \hat{g}' \). This improvement is what allows the iteration to work.
Consider what we have done. We have taken an \( f \) satisfying \( |\hat{f}'| \leq \delta \) in \( \Delta(0, r) \) and replaced it by a \( g \) satisfying \( |\hat{g}'| \leq c_0 \delta^2 r \eta^{-(\mu+2)}(1 - \eta)^{-1} \) in \( \Delta(0, r(1 - 5\eta)) \). To do this, we needed to assume \( r \leq r_0 \), where \( f \) is defined on \( \Delta(0, r_0) \), and also

\[
0 < \eta < 1/5, \quad c_0 \delta < \eta^{\mu+2}, \quad \delta < \eta.
\]

If we take \( c_1 > 0 \) small enough and require \( \eta \leq c_1 \), then the first condition is satisfied, and the third condition follows from the second.

Suppose now \( \eta_0, \delta_0 \) have been chosen to satisfy these conditions. Define sequences

\[
\begin{align*}
r_{n+1} &= r_n(1 - 5\eta_n), \\
\eta_{n+1} &= \eta_n/2, \\
\delta_{n+1} &= c_0 \delta_n^2 \eta_n^{-(\mu+2)} 2^{-(\mu+2)}.
\end{align*}
\]

The required condition \( c_0 \delta_n \leq \eta_n^{\mu+2} \) is now easy to verify by induction. If it holds for \( n \), then

\[
c_0 \delta_{n+1} = c_0 \delta_n^2 \eta_n^{-(\mu+2)} 2^{-(\mu+2)} \leq \eta_n^{2\mu+4} \eta_n^{-(\mu+2)} 2^{-(\mu+2)} = \eta_{n+1}^{\mu+2},
\]

and it holds for \( n+1 \). We have also inductively constructed sequences \( \{\psi_n\} \) and \( \{g_n\} \) with \( g_0 = f \) and \( g_n = \psi_n^{-1} \circ g_{n-1} \circ \psi_n \), or equivalently

\[
g_n = \psi_n^{-1} \circ \psi_{n-1}^{-1} \circ \cdots \circ \psi_1^{-1} \circ f \circ \psi_1 \circ \psi_2 \circ \cdots \circ \psi_n.
\]

If \( R = r_0 \prod (1 - 5\eta_n) > 0 \), then \( |\hat{g}'_n| \leq \delta_n r_n/(1 - \eta_n) \to 0 \) on \( \Delta(0, R) \), so \( g_n \to \lambda z \) on the disk. Thus \( \{\psi_1 \circ \cdots \circ \psi_n\} \) converges to a mapping \( h \) which conjugates \( f \) to \( \lambda z \), as desired. □

For quadratic polynomials \( P(z) = e^{2\pi i \theta} z + z^2 \), precise conditions are known for the existence of a conjugation. Such exists if and only if

\[
\sum_{n=1}^{\infty} \frac{\log q_{n+1}}{q_n} < \infty,
\]

where \( \{p_n/q_n\} \) is the sequence of rational approximations to \( \theta \) coming from its continued fraction expansion. The sufficiency of this condition was proved by A.D. Brjuno (1965), and the necessity was established by J.-C. Yoccoz (1988). In Section V.1 we give an elementary proof, due to Yoccoz, of the existence of the conjugation for almost all \( \theta \).
7. Homeomorphisms of the Circle

Any orientation preserving homeomorphism $f$ of the unit circle can be expressed in the form $f(t) = e^{2\pi i F(t)}$, where $F$ is an increasing homeomorphism of the real line $\mathbb{R}$ that satisfies $F(t+1) = F(t) + 1$. The lift $F$ of $f$ is unique up to adding an integer. We wish to assign a rotation number to $f$, which will measure the average advance of $F$ over an interval of length 1, that is, the average speed of $F$.

**Lemma 7.1.** Let $F$ be as above, and suppose $F(0) > 0$. Fix $p \geq 1$. If $m = m(p)$ is the first integer such that $F^m(0) > p$, then

$$p \leq \liminf_{n \to \infty} \frac{F^n(0)}{n} \leq \limsup_{n \to \infty} \frac{F^n(0)}{n} \leq \frac{p}{m} + \frac{1 + F(0)}{m}.$$  

**Proof.** If $0 \leq t \leq 1$, then $F(0) \leq F(t) \leq F(0)+1$. If $s > 0$ is arbitrary, and $j$ is the integral part of $s$, then $s + F(0) - 1 \leq j + F(0) = F(j) \leq F(s) \leq F(j+1) = F(0) + j + 1 \leq s + F(0) + 1$. We check by induction that

$$s + k(F(0) - 1) \leq F^k(s) \leq s + k(F(0) + 1), \quad s > 0, \quad k \geq 1,$$

$$F^{k(m-1)}(0) \leq kp \leq F^{km}(0), \quad k \geq 1.$$  

Write $n = km + q$ where $0 \leq q < m$. Then $kp + q(F(0) - 1) \leq F^q(kp) \leq F^q(F^{km}(0)) = F^n(0) = F^{q+k}(F^{k(m-1)}(0)) \leq F^{q+k}(kp) \leq kp + (q + k)(1 + F(0))$. This gives

$$\frac{kp + q(F(0) - 1)}{n} \leq \frac{F^n(0)}{n} \leq \frac{kp}{n} + \frac{k + q}{n}(1 + F(0)).$$  

Since $k/n \to 1/m$ and $q/n \to 0$ as $n \to \infty$, the lemma follows. □

There is a similar estimate if $F(0) < 0$. It follows from the estimate that

$$\alpha(F) = \lim_{n \to \infty} \frac{F^n(0)}{n}$$  

exists. We call $\alpha(F)$ the rotation number of $F$. We define the rotation number $\alpha(f)$ of $f$ to be the residue class of $\alpha(F)$ modulo 1. This is independent of the lift $F$.

One checks that the translation $t \to t + \theta$ has rotation number $\theta$, so the rotation $f_\theta(\zeta) = e^{2\pi i \theta} \zeta$ has rotation number $\theta$ (mod 1). From the estimates in the lemma it is clear that the rotation number of
$F$ depends continuously on any parameters on which $F$ depends continuously, as does the rotation number of $f$.

We have $F^n(t)/n \to \alpha(F)$ for any real number $t$. This follows from the periodicity modulo 1 of $F$ and the estimate $F^n(0) \leq F^n(t) \leq F^n(0) + 1$ for $0 \leq t \leq 1$.

If $F(t) \geq t + \alpha_0 + \varepsilon$ for $0 \leq t \leq 1$, then $F^n(0) \geq n(\alpha_0 + \varepsilon)$, and $\alpha(F) \geq \alpha_0 + \varepsilon$. Similarly, if $F(t) \leq t + \alpha_0 - \varepsilon$ for $0 \leq t \leq 1$, then $\alpha(F) \leq \alpha_0 - \varepsilon$. It follows that $F(t) - t$ assumes the value $\alpha(F)$ somewhere on the interval $0 \leq t \leq 1$. In particular, if $\alpha(F) = 0$, then there is a fixed point for $F$. Conversely, if $F$ has a fixed point $t_0$, then $\alpha(F) = \lim F^n(t_0)/n = 0$. Similarly, $f$ has a fixed point if and only if $\alpha(f) \equiv 0$, and since $\alpha(f^n) = n\alpha(f)$, $f$ has a periodic point if and only if $\alpha(f)$ is rational.

In general, $\alpha(F \circ G) \neq \alpha(F) + \alpha(G)$. Nevertheless, $\alpha(F)$ is invariant under conjugation. Indeed, suppose $\Phi$ satisfies the same conditions as $F$. If $k(n)$ is the integral part of $F^n(0)$, then $\Phi(F^n(0)) = \Phi(F^n(0) - k(n)) + k(n)$, and

$$
\alpha(\Phi \circ F \circ \Phi^{-1}) = \lim \frac{(\Phi \circ F \circ \Phi^{-1})^n(\Phi(0))}{n} = \lim \frac{\Phi(F^n(0))}{n} = \lim \frac{k(n)}{n} = \alpha(F).
$$

Thus $\alpha(f)$ is also invariant under conjugation.

Rotation numbers were first introduced by H. Poincaré (1885) in connection with ordinary differential equations. A. Denjoy (1932) showed that if $f$ has irrational rotation number and $f'$ has bounded variation, then $f$ is conjugate to the corresponding irrational rotation. V.I. Arnold (1961) showed that if $f$ is analytic with Diophantine rotation number $\alpha(f)$, and if $f$ is a small perturbation of a rotation, then the conjugating map can be taken to be analytic in a neighborhood of the circle. Arnold conjectured the global version of his theorem (no restriction on being close to a rotation). Arnold’s conjecture was proved for a large class of Diophantine numbers by M. Herman (1979), and extended to cover all Diophantine numbers by Yoccoz (1984). We give a proof of Arnold’s theorem (which came to us through a lecture of T. Kuusalo), since it is very similar to that of Theorem 6.4, and since we will use the theorem later.

**Theorem 7.2 (Arnold).** Let $\alpha$ be Diophantine, and let $\sigma > 1$. Then there is $\varepsilon > 0$ such that if $f$ is any homeomorphism of the circle
with rotation number $\alpha(f) \equiv \alpha$, which extends to be analytic and univalent on the annulus $\{1/\sigma < |w| < \sigma\}$ and satisfies $|f(w) - e^{2\pi i \alpha}w| < \varepsilon$ there, then $f$ is conformally conjugate to the rotation $e^{2\pi i \alpha}w$ on the annulus $\{1/\sqrt{\sigma} < |w| < \sqrt{\sigma}\}$.

Proof. It will be convenient to work with the lifts of functions to a strip rather than functions on an annulus. Let $S_\rho$ be the horizontal strip $\{x + iy : |y| < \rho\}$. For $g(z)$ defined on $S_\rho$ let $\|g\|_\rho$ denote the supremum of $|g(z)|$ over $S_\rho$. Replacing $f$ by its lift, we assume $f(z)$ is analytic on $S_\rho$ and satisfies $f(z + 1) = f(z) + 1$. We may assume that $f(x)$ is increasing on $\mathbb{R}$. Write $f(z) = z + \alpha + \hat{f}(z)$. Then $\hat{f}$ is periodic and has a Laurent expansion

$$\hat{f}(z) = \sum_{n=-\infty}^{+\infty} b_n e^{2\pi i nz}, \quad e^{-2\pi \rho} < |e^{2\pi i z}| < e^{2\pi \rho}.$$ 

We wish to find a univalent function $h$ on $S_{\rho/2}$ that satisfies $h^{-1} \circ f \circ h(z) = z + \alpha$, that is, $h(z + \alpha) - h(z) = \alpha + \hat{f}(h(z))$. As before, we consider the linearized version

$$\psi(z + \alpha) - \psi(z) = \alpha + \hat{f}(z). \quad (7.1)$$

In Theorem 6.4 the multiplier was just the coefficient of $z$ in the series expansion, the term corresponding to $\alpha + b_0$ here. To simplify matters we assume for the moment that $b_0 = 0$, that is, the constant term of $f$ is just the rotation number. The linearized equation is then solved by $\psi(z) = z + \hat{\psi}(z)$, where

$$\hat{\psi}(z) = \sum_{n \neq 0} \frac{b_n}{\lambda^n - 1} e^{2\pi i nz}, \quad \lambda = e^{2\pi i \alpha}.$$ 

We assume that

$$\frac{1}{|\lambda^n - 1|} \leq c_0 |n|^{\mu - 1}, \quad n \neq 0.$$ 

From the Cauchy estimates for the Laurent series coefficients of $\hat{f}$ we have

$$|b_n| \leq \|\hat{f}\|_\rho e^{-2\pi |n|\rho}.$$ 

Summing the series gives a constant $C_1$ depending only on $c_0$ and $\mu$ such that

$$\|\hat{\psi}\|_{\rho - \sigma} \leq C_1 \|\hat{f}\|_\rho\sigma^{-\mu}, \quad 0 < \sigma \leq 1. \quad (7.2)$$
Now suppose $b_0$ is arbitrary. Let $\hat{f}_0(z) = \hat{f}(z) - b_0$ and suppose
$\psi_0(z) = z + \hat{\psi}_0(z)$ is the function for $z + \alpha + \hat{f}_0(z)$ obtained by the
above procedure. Then $\psi_0$ and $\hat{f}_0$ satisfy (7.1), so that

$$\hat{\psi}_0(z + \alpha) - \hat{\psi}_0(z) = \hat{f}(z) - b_0. \quad (7.3)$$

Since $|b_0| \leq \|\hat{f}\|_\rho$, we have $\|\hat{f}_0\|_\rho \leq 2\|\hat{f}\|_\rho$ and so (7.2) holds for $\hat{\psi}_0$
providing $C_1$ is doubled.

We start now with $f$ satisfying $\|\hat{f}\|_\rho \leq \delta$. Let $0 < \eta < 5\rho$. As before
we see that if $\delta < \eta$ and $\delta < \eta^{\mu+1}/C_1$, then $\psi_0(S_{\rho - 4\eta}) \subset S_{\rho - 3\eta}$,
$f(S_{\rho - 3\eta}) \subset S_{\rho - 2\eta}$, and $\psi_0(S_{\rho - \eta}) \supset S_{\rho - 2\eta}$, so that

$$g(z) = \psi_0^{-1} \circ f \circ \psi_0(z) = z + \alpha + \hat{g}(z)$$

is defined on $S_{\rho - 4\eta}$ and has range in $S_{\rho - \eta}$. Also, $\|\hat{g}\|_{\rho - 4\eta} \leq 3\eta$. We
wish to obtain an estimate of the form $\|\hat{g}\|_{\rho - 4\eta} \leq \frac{C_0}{\eta^{\mu+1}}$. The
proof is then completed as before by iterating, with $\delta^2$ providing the
margin of victory.

Equating the expressions

$$\psi_0(g(z)) = g(z) + \hat{\psi}_0(g(z)) = z + \alpha + \hat{g}(z) + \hat{\psi}_0(z + \alpha + \hat{g}(z)),$$

$$f(\psi_0(z)) = \psi_0(z) + \alpha + \hat{f}(\psi_0(z)) = z + \hat{\psi}_0(z) + \alpha + \hat{f}(z + \hat{\psi}_0(z)),$$

we find using (7.3) that

$$\hat{g}(z) = [\hat{f}(z + \hat{\psi}_0(z)) - \hat{f}(z)] - [\hat{\psi}_0(z + \alpha + \hat{g}(z)) - \hat{\psi}_0(z + \alpha)] + b_0.$$

Since $\alpha$ is also the rotation number of $g$, $g(x)$ is equal to $x + \alpha$ for
some $x$, so that $\hat{g}(x) = 0$ for some $x \in \mathbb{R}$. Thus $b_0$ is estimated by
the terms in square brackets, and it suffices to estimate these. From
the Schwarz inequality and (7.2) we obtain

$$|\hat{f}(z + \hat{\psi}_0(z)) - \hat{f}(z)| \leq \frac{2\delta}{\eta} \|\hat{\psi}_0\|_{\rho - 4\eta} \leq C_2 \delta^{2\eta} \eta^{-\mu-1}.$$

Set $C = \|\hat{g}\|_{\rho - 4\eta}$. Then $C \leq 3\eta$ and

$$|\hat{\psi}_0(z + \alpha + \hat{g}(z)) - \hat{\psi}_0(z + \alpha)| \leq 2C_1 \delta \eta^{-\mu} \frac{C}{3\eta} < C_1 \delta \eta^{-\mu-1} C.$$

Hence $C \leq 2[C_2 \delta^{2\eta} \eta^{-\mu-1} + C_1 \delta \eta^{-\mu-1} C]$. If $\delta < \eta^{\mu+1}/(4C_1)$, we can
solve for $C$ as before and get the desired estimate.
For the iteration procedure the essential condition on \( \delta \) has the form \( \delta < c_1 \eta^{\mu+1} \). We choose \( \eta_n = \rho/2^{n+2} \), \( \rho_n = \rho - 4(\eta_1 + \cdots + \eta_{n-1}) \), and \( \delta_n = \delta_{n-1}^{3/2} \). Then for \( \delta_1 \) sufficiently small, depending only on \( \rho \) and \( \alpha \), and \( f \) with \( \| \tilde{f} \|_\rho < \delta_1 \), we obtain a sequence of conjugations \( \{ \psi_n \} \) on \( S_{\rho_n} \) and a sequence \( g_n = \psi_n^{-1} \circ \cdots \circ \psi_1^{-1} \circ f \circ \psi_1 \circ \cdots \circ \psi_n \). By induction the corresponding \( \hat{g}_n \)'s satisfy \( \| \hat{g}_n \|_{\rho_n} \leq \delta_n \). Then \( g_n \) converges uniformly to \( z + \alpha \) on \( S_{\rho/2} \), and \( \psi_1 \circ \cdots \circ \psi_n \) converges on \( S_{\rho/2} \) to a univalent mapping \( h \) which conjugates \( f \) to translation by \( \alpha \). \( \square \)
III
Basic Rational Iteration

We consider a rational mapping $R(z)$ and use it to partition the sphere into two disjoint invariant sets, on one of which $R(z)$ is well-behaved (the Fatou set), on the other of which $R(z)$ has chaotic behavior (the Julia set). The first milestone of the theory is a theorem of Fatou and Julia that the repelling periodic points are dense in the Julia set. From this follows the homogeneous nature of the Julia set. In the words of Julia, "la structure de E' est la même dans toutes ses parties."

1. The Julia Set

Let $R(z)$ be rational, and assume always that $R$ has degree $d \geq 2$. Thus $R = P/Q$ where $P, Q$ are polynomials with no common factors and $d = \max(\deg P, \deg Q) \geq 2$. Then $R(z)$ is a $d$-fold branched covering of the Riemann sphere, and in fact every $d$-to-1 conformal, branched covering of $\mathbb{C}$ comes from some such $R$. We define the iterates of $R$ as before, $R^2 = R \circ R$, $R^n = R^{n-1} \circ R$ and note that $R^n$ has degree $d^n$.

Given $z_0$, the sequence of points $\{z_n\}$ defined by $z_n = R(z_{n-1})$ is called the (forward) orbit of $z_0$. The chain rule gives the useful
identity

\[(R^n)'(z_0) = R'(z_0)R'(z_1) \cdots R'(z_{n-1}).\]

The point \(z_0\) is called periodic if \(z_n = z_0\) for some \(n\). This occurs if and only if \(z_0\) is a fixed point for \(R^n\). The minimal \(n\) is its period. The orbit \(\{z_1, z_2, \ldots, z_n = z_0\}\) is called a cycle. We classify the cycle as attracting, repelling, rationally neutral or irrationally neutral according to the type of fixed point for \(R^n\). Thus for instance the cycle is attracting if and only if \(\prod |R'(z_j)| < 1\), and this does not depend on the choice of point in the cycle. The point \(z_0\) is called preperiodic if \(z_k\) is periodic for some \(k > 0\), and strictly preperiodic if it is preperiodic but not periodic.

Recall that a critical point of \(R\) is a point on the sphere where \(R\) is not locally one-to-one. These consist of solutions of \(R'(z) = 0\) and of poles of \(R\) of order two or higher. The images of the critical points are the critical values of \(R\). The order of a critical point \(z\) is the integer \(m\) such that \(R\) is \((m + 1)\)-to-1 in a punctured neighborhood of \(z\). If \(z\) is not a pole this is its multiplicity as a zero of \(R'\). There are \(2d - 2\) critical points, counting multiplicity. One way to see this is to compose \(R\) with a Möbius transformation, to reduce to the case where \(\infty\) is neither a critical point nor a critical value, and \(R(\infty) = 0\). Then

\[R(z) = \frac{P(z)}{Q(z)} = \frac{\alpha z^{d-1} + \cdots}{\beta z^d + \cdots},\]

where \(\alpha, \beta \neq 0\), and so

\[R'(z) = \frac{Q(z)P'(z) - P(z)Q'(z)}{Q(z)^2} = \frac{-\alpha \beta z^{2d-2} + \cdots}{Q(z)^2}.\]

The Fatou set \(\mathcal{F}\) of \(R\) is defined to be the set of points \(z_0 \in \overline{\mathbb{C}}\) such that \(\{R^n\}\) is a normal family in some neighborhood of \(z_0\). The Julia set \(\mathcal{J}\) is the complement of the Fatou set. Thus \(z_0 \in \mathcal{F}\) if and only if the family \(\{R^n\}\) is equicontinuous on some neighborhood of \(z_0\), with respect to the spherical metric of \(\overline{\mathbb{C}}\). Evidently the Fatou set is an open subset of \(\overline{\mathbb{C}}\), and the Julia set is compact.

If \(R\) has an attracting fixed point \(z_0\), then the basin of attraction \(A(z_0)\) is contained in the Fatou set. On the other hand, since the iterates of \(R\) converge to \(z_0\) on \(A(z_0)\) but not on its complement, the iterates cannot be normal on any open set meeting \(\partial A(z_0)\), and \(\partial A(z_0)\) is included in the Julia set. We will see later (Theorem 2.1) that \(\mathcal{J} = \partial A(z_0)\).
EXAMPLE. Consider \( R(z) = z^2 \). Then \( R^n(z) = z^{2^n} \) converges to 0 in \( \{ |z| < 1 \} \) and to \( \infty \) in \( \{ |z| > 1 \} \). The Julia set is the unit circle \( \{ |z| = 1 \} \).

EXAMPLE. Let \( R(z) = z^2 - 2 \). We have seen in Section II.1 that the basin of attraction of \( \infty \) coincides with \( \overline{\mathbb{C}} \setminus [-2, 2] \), so the Julia set \( J \) is the closed interval \([ -2, 2 ] \).

The preceding two examples may be misleading. Julia sets are almost always intricate fractal sets, which are conformally self-similar. See the figures in Chapter VIII of the Julia sets of \( R(z) = z^2 + c \) for various other values of \( c \).

EXAMPLE. Take \( \lambda, \ |\lambda| = 1 \), such that \( R(z) = \lambda z + z^2 \) is conjugate to an irrational rotation \( \lambda z \) near 0 (such exist by Theorem II.6.4). Then \( \{ R^n \} \) is normal in neighborhoods of 0 and \( \infty \), so there are components \( U_0 \) and \( U_\infty \) of \( F \) containing these points. Since \( \infty \) is an attracting fixed point and \( R^n(0) \not\to \infty \), they must be distinct. Hence \( R^n(U_0) \) never hits \( U_\infty \), and \( \{ R^n \} \) is uniformly bounded on \( U_0 \). Also \( U_0 \) is simply connected, since by the maximum principle \( \{ R^n \} \) is bounded within any closed curve in \( U_0 \). In view of Theorem II.6.2, we see that \( U_0 \) is characterized as the largest domain containing \( 0 \), invariant under \( R \), on which the conjugation map exists.

A simply connected component of the Fatou set in which \( R \) is conjugate to an irrational rotation is called a Siegel disk. An example is illustrated in Section V.1.

**Theorem 1.1.** The Julia set \( J \) contains all repelling fixed points and all neutral fixed points that do not correspond to Siegel disks. The Fatou set \( F \) contains all attracting fixed points and all neutral fixed points corresponding to Siegel disks.

**Proof.** This is obvious, in view of Theorem II.6.2. \( \square \)

In the third example above we saw that a disk around 0 was in the Fatou set for some \( |\lambda| = 1 \), but if \( |\lambda| > 1 \) then it is a repelling fixed point so is in the Julia set. Thus \( F \) and \( J \) may move quite discontinuously as \( R \) varies. We shall see other examples of this later.
THEOREM 1.2. The Julia set $\mathcal{J}$ is nonempty.

Proof. Recall our standing assumption that $R$ has degree $d \geq 2$. Suppose $\mathcal{J} = \emptyset$. Then $\{R^n\}$ is a normal family on all of $\overline{\mathbb{C}}$, and so there is a subsequence $\{n_j\}$ such that $R^{n_j}(z) \to f(z)$ for some analytic function $f$ from $\overline{\mathbb{C}}$ to $\mathbb{C}$. Since $f$ is analytic on all of $\mathbb{C}$ it is a rational function. If $f$ is constant then the image of $R^{n_j}$ is eventually contained in a small neighborhood of the constant value, which is impossible since $R^n$ covers $\overline{\mathbb{C}}$. If $f$ is not constant, eventually $R^{n_j}$ has the same number of zeros as $f$ (apply the argument principle), which is also impossible since $R^n$ has degree $d^n$. □

We say that a set $E$ is completely invariant if both it and its complement are invariant. Since $R$ is onto, this occurs if and only if $R^{-1}(E) = E$.

THEOREM 1.3. The Julia set $\mathcal{J}$ is completely invariant.

Proof. Clearly $R^{-1}(\mathcal{F}) \subseteq \mathcal{F}$. Suppose $z_0 \in \mathcal{F}$, and suppose $\{R^{n_j+1} = R^{n_j} \circ R\}$ converges uniformly (in the spherical metric) on a neighborhood of $z_0$. Since $R$ maps open neighborhoods of $z_0$ onto open neighborhoods of $R(z_0)$, $\{R^{n_j}\}$ converges uniformly on a neighborhood of $R(z_0)$. It follows that $R(z_0) \in \mathcal{F}$, and $R(\mathcal{F}) \subseteq \mathcal{F}$. Hence $\mathcal{F}$ is completely invariant, as is its complement $\mathcal{J}$. □

THEOREM 1.4. For any $N \geq 1$, the Julia set of $R$ coincides with that of $R^N$.

Proof. The Fatou sets for $R$ and $R^N$ are the same, since $\{R^n\}$ is normal on an open set $U$ if and only if $\{R^{nN}\}$ is normal on $U$. □

Let $z \in \mathcal{J}$ and let $U$ be any neighborhood of $z$. By Montel’s theorem (Theorem 1.3.2), the sequence $\{R^n\}$ on any such $U$ omits a set $E_z$ containing at most two points.

THEOREM 1.5. The set $E_z$ is independent of $z$ (so shall be denoted as $E$). If $E$ is a singleton, we can conjugate it to $\infty$, and then $R(z)$ is a polynomial. If $E$ consists of two points, we can conjugate these to 0 and $\infty$, and then $R(z)$ is $Cz^d$ or $Cz^{-d}$. In all cases, $E$ is contained in the Fatou set $\mathcal{F}$. 

Proof. By the definition $R^{-1}(E_z) \subset E_z$. If $E_z$ is one point $a$, then $R(a) = a$. Take $a = \infty$. Since $R^{-1}(\infty) = \infty$, there are no other poles, and $R$ is a polynomial. Clearly $E_z$ is independent of $z$. If $E_z$ consists of two points, we may assume these to be $0, \infty$ and either $R(0) = 0$, $R(\infty) = \infty$ or $R(0) = \infty$, $R(\infty) = 0$. In the first case, $R$ is a polynomial with 0 as its only zero, so $R(z) = Cz^d$. Similarly, $R(z) = Cz^{-d}$ in the second case. □

The set $E$ is called the exceptional set of $R$. It follows immediately from the definition of $E$ that if $z \notin E$ then $J$ is adherent to the inverse orbit $\bigcup_{n \geq 1} R^{-n}(z)$ of $z$. Since $E$ is disjoint from $J$, we obtain in particular the next two theorems as corollaries.

Theorem 1.6. The backward iterates of any $z \in J$ are dense in $J$.

This theorem can be used as a basis for computing $J$ (the inverse iteration method). It is effective when the degree of $R$ is small, so that the number of inverse iterates does not grow uncontrollably fast.

Theorem 1.7. Any nonempty completely invariant subset of $J$ is dense in $J$. If $D$ is a union of components of $F$ that is completely invariant, then $J = \partial D$.

Proof. For the second statement, note that $\partial D$ is a completely invariant subset of $J$. □

Theorem 1.8. The Julia set $J$ contains no isolated points, that is, $J$ is a perfect set.

Proof. Take $z_0 \in J$ and $U$ an open neighborhood of $z_0$. First assume $z_0$ is not periodic and choose $z_1$ with $R(z_1) = z_0$. Then $R^n(z_0) \neq z_1$ for all $n$. Since $z_1 \in J$, backward iterates of $z_1$ are dense in $J$, so there is a $\zeta \in U$ with $R^n(\zeta) = z_1$. Thus $\zeta \in J \cap U$ and $\zeta \neq z_0$.

Next suppose $R^n(z_0) = z_0$ for some minimal $n$. If $z_0$ were the only solution of $R^n(z) = z_0$ then $z_0$ would be a superattracting fixed point for $R^n$, contradicting $z_0 \in J$. Hence there is $z_1 \neq z_0$ with $R^n(z_1) = z_0$. Furthermore $R^j(z_0) \neq z_1$ for all $j$ since otherwise it would hold for some $0 \leq j < n$ (by periodicity) and hence $R^j(z_0) = R^{n+j}(z_0) = R^n(z_1) = z_0$, contradicting the minimality of $n$. As before, $z_1$ must have a preimage in $U \cap J$ which cannot be $z_0$. □
EXAMPLE. The Julia set of a Blaschke product $B(z)$ of degree $d \geq 2$ is either the unit circle $\partial \Delta$ or a Cantor set on $\partial \Delta$. Indeed, the iterates of $B(z)$ are normal on $\Delta$ and outside $\Delta$, so $\mathcal{J}$ is a perfect subset of $\partial \Delta$. Suppose some $z_0 \in \mathcal{J}$ is adherent to $\mathcal{F} \cap \partial \Delta$. Since $\mathcal{F} \cap \partial \Delta$ is completely invariant, and since $\arg B^n$ is strictly increasing on $\partial \Delta$, each inverse iterate of $z_0$ is also adherent to $\mathcal{F} \cap \partial \Delta$. By Theorem 1.6, $\mathcal{J}$ is adherent to $\mathcal{F} \cap \partial \Delta$, consequently $\mathcal{J}$ is totally disconnected.

**Theorem 1.9.** If the Julia set $\mathcal{J}$ has nonempty interior, then $\mathcal{J}$ coincides with the extended complex plane $\overline{\mathbb{C}}$.

**Proof.** Suppose there is an open $U \subset \mathcal{J}$. Then $R^n(U) \subset \mathcal{J}$. But $\cup R^n(U) = \overline{\mathbb{C}} \setminus \mathbb{E}$ is dense in $\overline{\mathbb{C}}$ and since $\mathcal{J}$ is closed, $\mathcal{J} = \overline{\mathbb{C}}$. $\square$

EXAMPLE. The Lattès function $(z^2 + 1)^2/4z(z^2 - 1)$ discussed in Section II.1 has Julia set $\mathcal{J} = \overline{\mathbb{C}}$, since a dense subset of $\overline{\mathbb{C}}$ is iterated to the repelling fixed point at $\infty$. We will see later, as a consequence of Theorem V.1.2, that $1 - 2/z^2$ also has Julia set $\mathcal{J} = \overline{\mathbb{C}}$.

2. Counting Cycles

In this section we show that the number of attracting and neutral cycles of a rational map is finite. Along the way we show that each basin of attraction for an attracting or parabolic cycle contains a critical point. This bounds the number of such cycles by the number of critical points.

Recall the basin of attraction of an attracting fixed point $z_0$ is the set $A(z_0) = A(z_0, R)$ consisting of $z$ such that $R^n(z) \to z_0$. If $\{z_0, ..., z_{m-1}\}$ is an attracting cycle of length $m$, then each $z_j$ is an attracting fixed point for $R^m$, and we define the basin of attraction of the attracting cycle, or of $z_0$, to be the union of the basins of attraction $A(z_j, R^m)$ of the $z_j$'s with respect to $R^m$. The basin of attraction is again denoted by $A(z_0)$. The immediate basin of attraction of the cycle, denoted by $A^*(z_0)$, is the union of the $m$ components of $A(z_0)$ which contain points of the cycle.

**Theorem 2.1.** If $z_0$ is an attracting periodic point, then the basin of attraction $A(z_0)$ is a union of components of the Fatou set, and the boundary of $A(z_0)$ coincides with the Julia set.
Proof. Let $U$ be an open neighborhood of the cycle of $z_0$ contained in the Fatou set. Then $A(z_0)$ is the union of the backward iterates of $U$, an open subset of the Fatou set. If $w_0 \in \partial A(z_0)$ and $V$ is any neighborhood of $w_0$, then the iterates $R^n(z)$ converge towards the cycle of $z_0$ on $V \cap A(z_0)$, whereas they remain outside $A(z_0)$ for $z \in V \setminus A(z_0)$. Consequently $\{R^n\}$ is not normal on $V$, and $w_0 \in \mathcal{J}$. Since $A(z_0)$ is completely invariant, Theorem 1.7 gives $\mathcal{J} = \partial A(z_0)$. □

Theorem 2.2. If $z_0$ is an attracting periodic point, then the immediate basin of attraction $A^*(z_0)$ contains at least one critical point.

Proof. Suppose first that $z_0$ is an attracting fixed point. We may assume its multiplier $\lambda$ satisfies $0 < |\lambda| < 1$. Let $U_0 = \Delta(z_0, \epsilon)$ be a small disk, invariant under $R$, on which the analytic branch $f$ of $R^{-1}$ satisfying $f(z_0) = z_0$ is defined. The branch $f$ maps $U_0$ into $A^*(z_0)$, and $f$ is one-to-one. Thus $U_1 = f(U_0)$ is simply connected, and $U_1 \supset U_0$. We proceed in this fashion, constructing $U_{n+1} = f(U_n) \supset U_n$ and extending $f$ analytically to $U_{n+1}$. If the procedure does not terminate we obtain a sequence $f^n : U_0 \to U_n$ of analytic functions on $U_0$ which omits $\mathcal{J}$, hence is normal on $U_0$. But this is impossible, since $z_0 \in U_0$ is a repelling fixed point for $f$. Thus we eventually reach a $U_n$ to which we cannot extend $f$. There is then a critical point $p \in A^*(z_0)$ such that $R(p) \in U_n$.

If $z_0$ is periodic with period $n > 1$ and $|(R^n)'(z_0)| < 1$, this argument shows each component of $A^*(z_0)$ contains a critical point of $R^n$. Since $(R^n)'(z) = \prod R'(R^j(z))$, $A^*(z_0)$ must also contain a critical point of $R$. □

Remark. We observe for later reference that the critical point $p$ produced above, for an attracting cycle that is not superattracting, has distinct iterates $R^k(p)$, $k \geq 1$. This is because $R$ is one-to-one on $U_n$.

Since there are $2d - 2$ critical points, counting multiplicity, Theorem 2.2 shows that the number of attracting cycles is at most $2d - 2$.

A proof of Theorem 2.2 can be based on Koenigs’ coordinate function $\varphi$ and the (locally defined) inverse $\varphi^{-1}$ near $0$. Recall that $\varphi$ maps $A^*(z_0)$ onto $\mathbb{C}$, $\varphi(z_0) = 0$, and $\varphi'(z_0) \neq 0$. Since $A^*$ omits three points and hence cannot be mapped conformally onto $\mathbb{C}$, the radius
of convergence \( \rho \) of the power series for \( \varphi^{-1}(\zeta) \) at 0 is finite. There must be a critical point for \( R \) on the boundary of \( \varphi^{-1}(|\zeta| < \rho) \), or else the functional equation \( \varphi^{-1}(\zeta) = R^{-1}(\varphi^{-1}(\lambda \zeta)) \) could be used to extend \( \varphi^{-1} \) to a larger disk.

Next we deal with the rationally neutral fixed points. First suppose \( z_0 \) is a fixed point with multiplier 1, and let \( P \) be an attracting petal at \( z_0 \). The basin of attraction associated with \( P \) consists of all \( z \) such that \( R^n(z) \in P \) for some \( n \geq 0 \), that is, such that \( R^n(z) \) tends to \( z_0 \) through \( P \). As in the case of attracting cycles, the basin of attraction is an open subset of the Fatou set \( \mathcal{F} \), whose boundary coincides with the Julia set. The immediate basin of attraction is the connected component of the basin of attraction containing \( P \).

The definitions are extended in the obvious way to arbitrary rationally neutral cycles, as follows. Suppose \( \{z_0, \ldots, z_{n-1}\} \) is a parabolic cycle of length \( n \), so that the multiplier of \( R^n \) at the fixed point \( z_0 \) is a primitive \( m \)th root of unity. Let \( P \) be an attracting petal for \( R^{nm} \) at \( z_0 \). We define the basin of attraction of \( R \) containing the petal \( P \) to consist of all \( z \) such that \( R^k(z) \in P \) for some \( k \geq 1 \). In this case, the sets \( R^j(P) \), \( 0 \leq j < nm \), are disjoint attracting petals at the \( z_j \)'s, and the basin of attraction of \( R \) containing \( P \) is the union of the basins of attraction of \( R^{nm} \) containing the \( R^j(P) \)'s. The immediate basin of attraction containing the petal \( P \) is the union of the \( nm \) connected components of \( \mathcal{F} \) containing the \( R^j(P) \)'s.

**Theorem 2.3.** If \( z_0 \) is a rationally neutral periodic point, then each immediate basin of attraction associated with the cycle of \( z_0 \) contains a critical point.

**Proof.** Replacing \( R \) by \( R^N \), we may assume \( R(z_0) = z_0 \) and \( R'(z_0) = 1 \). Let \( A^* \) be the immediate basin of attraction containing a petal \( P \) at \( z_0 \). Let \( \varphi \) be the Fatou coordinate function defined on \( P \), so that \( \varphi \) is univalent and conjugates \( R \) to a translation: \( \varphi(R(z)) = \varphi(z) + 1 \). Since \( R(A^*) = A^* \), the functional equation allows us to extend \( \varphi \) to \( A^* \), where it satisfies the same identity. Since \( \varphi(P) \) covers a right half-plane, \( \varphi \) maps \( A^* \) onto the entire complex plane. Now \( \varphi \) has a critical point \( w_0 \) in \( A^* \), else we could define a branch of \( \varphi^{-1} \), which would be a meromorphic function on the entire complex plane omitting the Julia set, hence constant. For \( n \) large, \( R^n(w_0) \) is in \( P \), where \( \varphi \) has no critical points, so by replacing \( w_0 \) by the largest iterate that is a critical point, we can assume that \( R(w_0) \) is not a critical point of
φ. From the functional equation we then have \( \varphi'(R(w_0))R'(w_0) = \varphi'(w_0) = 0 \), so that \( w_0 \) is a critical point of \( R \). □

**Theorem 2.4.** The number of attracting cycles plus the number of rationally neutral cycles (counting their natural multiplicity) is at most \( 2d - 2 \).

**Proof.** This follows immediately from Theorems 2.2 and 2.3, since the basins of attraction are disjoint, and since there are at most \( 2d - 2 \) critical points. □

Finally we treat irrationally neutral cycles by means of an analytic perturbation.

**Lemma 2.5.** Let \( R_t(z) \) be a family of rational functions depending analytically on a parameter \( t \). Let \( z_0 \) be a periodic point of \( R_{t_0} \) of period \( m \), and suppose the multiplier of the cycle of \( z_0 \) is \( \neq 1 \). Then for \( t \) near \( t_0 \) there is a unique periodic point \( z(t) \) of \( R_t \) of period \( m \) near \( z_0 \). The periodic point \( z(t) \) depends analytically on \( t \), and \( z(t_0) = z_0 \). The multiplier \( \lambda(t) \) of the cycle is analytic, and \( z(t) \) and \( \lambda(t) \) extend analytically along any path in the \( t \)-plane along which \( R_t \) is defined provided \( \lambda(t) \) remains bounded away from 1, so that \( z(t) \) is periodic of period \( m \).

**Proof.** Set \( Q(z,t) = R_t^m(z) - z \), and let \( (R_t^m)'(z) \) be the \( z \)-derivative of \( R_t^m(z) \). A point \( z \) is periodic for \( R_t \) with period dividing \( m \) if and only if \( Q(z,t) = 0 \). If the period is exactly \( m \), then the multiplier of the cycle is \( \lambda(t) = (R_t^m)'(z) \). Now the \( z \)-derivative of \( Q(z,c) \) is \( (R_t^m)'(z) - 1 \). Thus the implicit function theorem guarantees that if the multiplier of the cycle of \( z_0 \) is not 1, the equation \( Q(z,t) = 0 \) has a unique solution \( z(t) \) near \( z_0 \) for \( t \) near \( t_0 \), and \( z(t) \) depends analytically on \( t \), as does the multiplier \( \lambda(t) \) of the cycle of \( z(t) \). The period of each \( z(t) \) divides \( m \), and the set of \( t \)-values for which it is equal to \( m \) is evidently open, so the period must remain constant along any path. □

**Theorem 2.6.** The number of attracting cycles plus half the number of neutral cycles with multiplier \( \neq 1 \) is at most \( 2d - 2 \).

**Proof.** We consider an analytic perturbation \( R_t \) of \( R = R_0 \). Under
an analytic perturbation we can expect half the neutral cycles to become attracting. To foreclose the possibility that the multiplier of the perturbed cycle is constant, we choose our perturbation to be an analytic deformation of $R$ to $z^d$, which has no neutral cycles. If $R = P/Q$, then such a deformation is given for instance by $R_t(z) = [(1 - t)P(z) + tz^d]/[(1 - t)Q(z) + t]$, defined for all complex $t$ for which $R_t$ has degree $d$ (a cofinite subset of $\mathbb{C}$).

Let $z_0$ be a neutral periodic point of $R$, with period $m$ and with multiplier $\lambda_0 \neq 1$. Let $z(t)$ be as in the preceding lemma, with multiplier $\lambda(t)$. Since we can continue $z(t)$ and $\lambda(t)$ analytically along some path to $1$, and $|\lambda(1)| \neq 1$, $\lambda(t)$ is not constant. Let $E_{\rho}$ be the set of $\theta$ such that $|\lambda(\rho e^{i\theta})| < 1$. Then the length of $E_{\rho}$ tends to $\pi$ as $\rho \to 0$.

Define these sets for one point in each neutral cycle. Suppose there are $N$ such cycles. Let $E_{j,\rho}$ be the corresponding set and let $\chi_{j,\rho}(\theta)$ be the corresponding characteristic function on the circle. Then

$$\sum_{j=1}^{N} \frac{1}{2\pi} \int_{0}^{2\pi} \chi_{j,\rho}(\theta) d\theta \geq \frac{1}{2} N - \varepsilon(\rho),$$

where $\varepsilon(\rho) \to 0$ as $\rho \to 0$. Hence for $\rho$ small, there is a $\theta$ with $\sum \chi_{j,\rho}(\theta) \geq N/2$. If $\rho$ is small enough, then the old attracting cycles of $R$ still correspond to attracting cycles for $R_t$ and at least half of the neutral cycles do also. By Theorem 2.4, $R_t$ has at most $2d - 2$ attracting cycles and this completes the proof. $\Box$

Theorems 2.4 and 2.6 combined yield immediately the finiteness theorem for nonrepelling cycles, with the estimate $6d - 6$. The proof method we have followed is due to Fatou.

**Theorem 2.7.** The total number of attracting and neutral cycles is at most $6d - 6$.

The sharp value for Theorem 2.7 is $2d - 2$, due to M. Shishikura (1987), who obtained the result for his Master’s thesis. He showed, using quasiconformal surgery, that there is an analytic perturbation for which all neutral cycles become attracting (see [Be2]). We prove this later for polynomials (Theorem VI.1.2), in which case the sharp estimate of $d - 1$ bounded nonrepelling cycles is due to A. Douady (1982).
3. Density of Repelling Periodic Points

We can now prove the theorem, obtained independently by Julia and Fatou, which was mentioned at the beginning of the chapter.

**Theorem 3.1.** The Julia set $\mathcal{J}$ is the closure of the repelling periodic points.

**Proof.** Suppose there is an open disk $U$ that meets $\mathcal{J}$ and that contains no fixed points of any $R^m$. We may assume $U$ contains no poles of $R$ nor critical values of $R$. If $f_1, f_2$ are two different branches of $R^{-1}$ on $U$, then since there are no solutions of $R^m(z) = z$ in $U$,

$$g_n = \frac{R^n - f_1}{R^n - f_2}, \quad z = f_1,$$

omits the values $0, 1, \infty$ in $U$. By Montel’s theorem, $\{g_n\}$ is normal and hence so is $\{R^n\}$, a contradiction. Thus periodic points are dense in $\mathcal{J}$. Since there are only a finite number of attracting and neutral cycles, and since $\mathcal{J}$ is perfect, the repelling cycles are dense. □

**Theorem 3.2.** Let $U$ be open, and suppose $U \cap \mathcal{J} \neq \emptyset$. Then there is an integer $N$ such that $R^N(U \cap \mathcal{J}) = \mathcal{J}$.

**Proof.** Let $z_0 \in U \cap \mathcal{J}$ be a repelling periodic point with period $n$. Choose $V$ open so that $z_0 \in V \subset U$ and $V \subset R^n(V)$. Then $R^{n(j-1)}(V) \subset R^{nj}(V)$, and by Theorem 1.5

$$\mathcal{J} \subset \overline{C} \setminus E \subset \bigcup_{j=1}^{\infty} R^{nj}(V).$$

Since $\mathcal{J}$ is compact, the Heine-Borel theorem implies $\mathcal{J} \subset R^{jn}(V)$ for some $j$. Thus the theorem holds with $N = nj$. □

Theorem 3.2 shows that $\mathcal{J}$ is “almost everywhere” conformally self-similar. More explicitly, if $z_0 \in \mathcal{J}$ has no critical point in its forward orbit, then within any neighborhood of any other point of $\mathcal{J}$ there is an open subset of $\mathcal{J}$ that is the conformal image of a neighborhood of $z_0$.

An open subset $A$ of $\overline{C}$ is a conformal annulus if $A$ can be mapped conformally to a genuine annulus $\{r < |\zeta| < s\}$. The modulus of $A$ is defined to be $\log(s/r)$ times a normalization factor $1/2\pi$, and this is a
conformal invariant. A compact subset $E$ of $\mathbb{C}$ is uniformly perfect if $E$ has at least two points and if the moduli of the conformal annuli in $\mathbb{C} \setminus E$ which separate $E$ are bounded. As an application of the Fatou–Julia theorem, we prove the following theorem of R. Mañé and L.F. da Rocha (1992).

**Theorem 3.3.** The Julia set $J$ of $R$ is uniformly perfect.

**Proof.** Suppose there is a sequence $\{A_n\}$ of conformal annuli in $\mathcal{F}$ with moduli tending to $\infty$, such that both components of $\mathbb{C} \setminus A_n$ meet $\mathcal{J}$. Let $E_n$ be the component of $\mathbb{C} \setminus A_n$ with the smaller diameter (measured in the spherical metric). The diameter of $E_n$ tends to $0$, as can be seen by noting that there are closed geodesics (conformal circles) in $A_n$ whose hyperbolic lengths tend to $0$ as $n \to \infty$, and by using the usual comparison of metrics. Let $\psi_n$ map the open unit disk conformally onto $A_n \cup E_n$, so that $\psi_n(0) \in E_n$. Then $K_n = \psi_n^{-1}(E_n)$ is a continuum in $\Delta$ containing $0$. The modulus of $\Delta \setminus K_n$ also tends to $\infty$, since it is the same as that of $A_n$. Hence the diameter of $K_n$ tends to $0$, as above.

Fix $\delta > 0$ small, and assume that the diameter of $E_n$ is less than $\delta$. In view of Theorem 3.2, there is a first integer $k_n$ such that the diameter of $R^{k_n}(E_n)$ exceeds $\delta$. If $g_n = R^{k_n} \circ \psi_n$, then the diameter of $g_n(K_n)$ is at least $\delta$. Now the diameter of $R^{k_n}(E_n)$ is at most $C\delta$, where $C$ is the Lipschitz constant of $R$ (with respect to the spherical metric). Fix four points of $\mathcal{J}$ which are of distance greater than $C\delta$ from each other. Since $g_n(\Delta \setminus K_n) \subset \mathcal{F}$ and $g_n(K_n)$ has diameter at most $C\delta$, each $g_n$ omits at least three of the four (fixed) points. Consequently $\{g_n\}$ is a normal family, and the diameter of $g_n(K_n)$ tends to $0$. This contradiction establishes the theorem. $\square$

A simple scaling and normal families argument shows that conformal annuli of large modulus contain genuine annuli of large modulus. Thus the compact set $E$ is uniformly perfect if and only if there is $c > 0$ such that for any finite $z_0 \in E$ and $r > 0$ (and $r < r_0$ when $\infty \notin E$), the euclidean annulus $\{cr < |z - z_0| < r\}$ meets $E$. Uniformly perfect sets were introduced by A.F. Beardon and Ch. Pommerenke (1979), who showed that if $\infty \notin E$, the compact set $E$ is uniformly perfect if and only if the hyperbolic metric of the complement of $E$ is comparable to the reciprocal of the distance to the boundary, that is, the factor $\log(1/\delta(z))$ appearing in Theorem I.4.3
can be omitted. There are many other characterizations of uniformly perfect sets. One characterization is in terms of linear density of logarithmic capacity (see [Po2]). This guarantees that Green's function of any fixed component of the Fatou set extends to the boundary to be Hölder continuous, and this in turn implies that Julia sets have positive Hausdorff dimension. For more details, see Section VIII.3, where Hölder continuity is proved in the context of quadratic polynomials.

4. Polynomials

In this section we consider the case where $R = P$ is a polynomial of degree $d \geq 2$. We have a superattracting fixed point at $\infty$. The iterates of $P$ are bounded on the bounded components of $\mathcal{F}$, by the maximum principle, so the basin of attraction $A(\infty)$ is connected. By Theorem III.1.7, the Julia set coincides with $\partial A(\infty)$.

The filled-in Julia set of $P$, denoted by $\mathcal{K}$, is defined to be the union of the Julia set $\mathcal{J}$ and the bounded components of $\mathcal{F}$. Thus $z \in \mathcal{K}$ if and only if the iterates $P^n(z)$ are bounded. This property can be taken as a basis for drawing computer pictures of $\mathcal{K}$ and of $\mathcal{J}$. For $\mathcal{K}$, color $z$ purple if $|P^n(z)| < C$ for $1 \leq n \leq N$, otherwise color $z$ white. For $\mathcal{J}$ simply recolor $z$ white if it and all its neighbors are purple. This algorithm for computing $\mathcal{J}$ is called the boundary scanning method.

Let $\varphi$ conjugate $P(z)$ to $\zeta^d$ near $\infty$, with $\varphi(z) = z + O(1)$ at $\infty$. As discussed in Section II.4, $\log |\varphi(z)|$ coincides with Green's function $G(z)$ for $A(\infty)$ with pole at $\infty$. The functional equation for $\varphi(z)$ gives a functional equation for Green's function,

$$G(P(z)) = d \cdot G(z), \quad z \in A(\infty).$$

Thus $P$ maps level curves of $G$ to level curves, increasing $d$-fold the value of Green's function. Green's function provides a precise measure of the escape rate to $\infty$. The exterior $\{G > r\}$ of the level curve is invariant under $P$, and $P$ maps it $d$-to-one onto $\{G > rd\}$. For $r$ large, $\varphi(z)$ is defined on $\{G > r\}$ and maps it conformally onto $\{|\zeta| > e^r\}$. The equation $\varphi(z) = (\varphi(P(z)))^{1/d}$ allows us to extend $\varphi(z)$ to $\{G > r/d\}$ provided no critical point of $P$ belongs to this domain.

Now there are two cases to consider. If there is no critical point
of $P$ in $A(\infty)$, we can continue $\varphi$ indefinitely to all of $A(\infty)$, and $\varphi$ maps $A(\infty)$ conformally onto the complement $\{|\zeta| > 1\}$ of the closed unit disk in the $\zeta$-plane. In particular, $A(\infty)$ is simply connected, and the Julia set $J = \partial A(\infty)$ is connected.

Otherwise we extend $\varphi$ until we reach a level line $\{G = r\}$ of Green's function that contains a critical point of $P$. The situation is then as follows. The domain $\{G > r\}$ is simply connected and mapped by $\varphi$ conformally onto $\{|\zeta| > e^r\}$. The domain forms several cusps at the critical point, and $\varphi(z)$ approaches different values as $z$ approaches the critical point through different cusps. The level line $\{G = r\}$ consists of at least two simple closed curves that meet at the critical point. Within each of these curves there are points of $J$, or else $G$ would be harmonic and positive, hence constant within the curve. Hence $J$ is disconnected. In fact, in this case $J$ has uncountably many connected components. This can be seen by noting that the critical points of $G$ are the critical points of $P$ and all their inverse iterates, and by following the splitting of level curves at each such critical point.

We have proved in particular the following.

**Theorem 4.1.** The Julia set $J$ is connected if and only if there is no finite critical point of $P$ in $A(\infty)$, that is, if and only if the forward orbit of each finite critical point is bounded.

At the other extreme we have the following.
Theorem 4.2. If $P^n(q) \to \infty$ for each critical point $q$, then the Julia set $\mathcal{J}$ is totally disconnected.

Proof. Let $D$ be a large open disk containing $\mathcal{J}$ such that $P(\overline{\mathbb{C}} \setminus D) \subset \overline{\mathbb{C}} \setminus \overline{D}$. Choose $N$ so large that $P^N$ maps the critical points of $P$ to $\overline{\mathbb{C}} \setminus D$. For $n \geq N$ there are no critical values of $P^n$ in $\overline{D}$, so that all inverse branches $P^{-n}$ are defined and map $\overline{D}$ conformally into $D$. Let $z_0 \in \mathcal{J}$. Then $P^n(z_0) \in \mathcal{J}$, and we define $f_n$ to be the inverse branch of $P^n$ which maps $P^n(z_0)$ to $z_0$. The $f_n$'s are uniformly bounded on a neighborhood of $\overline{D}$, hence they form a normal family there. Since $f_n(z)$ accumulates on $\mathcal{J}$ for $z \in D \cap A(\infty)$, any limit function $f$ maps $D \cap A(\infty)$ into $\mathcal{J}$. Since $\mathcal{J}$ contains no open sets (Theorem 1.9), $f$ must be constant. Hence $f_n(\overline{D})$ has diameter tending to zero. Since $f_n(\partial D)$ is disjoint from $\mathcal{J}$, $\{z_0\}$ must be a connected component of $\mathcal{J}$, and $\mathcal{J}$ is totally disconnected. $\Box$

If $P$ is quadratic, then Theorems 4.1 and 4.2 cover all cases, and the corresponding Julia set is either connected or totally disconnected. We study quadratic polynomials in detail in Chapter VIII, in connection with the Mandelbrot set.
IV
Classification of Periodic Components

We focus on the behavior of a rational function \( R(z) \) on the Fatou set \( \mathcal{F} \). Our aim is twofold: to show that every component of \( \mathcal{F} \) is iterated eventually to a periodic component, and to classify the action of \( R(z) \) on periodic components.

1. Sullivan’s Theorem

As before, we assume that the degree of \( R \) is \( d \geq 2 \). The image of any component of the Fatou set \( \mathcal{F} \) under \( R \) is a component of \( \mathcal{F} \), and the inverse image of a component of \( \mathcal{F} \) is the disjoint union of at most \( d \) components of \( \mathcal{F} \). The dynamics of \( R \) can be understood in part by determining how the various components of \( \mathcal{F} \) are moved about by \( R \).

Consider a fixed component \( U \) of \( \mathcal{F} \). There are several possibilities for the orbit of \( U \) under \( R \).

1. If \( R(U) = U \), we call \( U \) a fixed component of \( \mathcal{F} \).

2. If \( R^n(U) = U \) for some \( n \geq 1 \), we call \( U \) a periodic component of \( \mathcal{F} \). The minimal \( n \) is the period of the component. If \( n = 1 \), we have a fixed component.
3. If $R^m(U)$ is periodic for some $m \geq 1$, we call $U$ a preperiodic component of $\mathcal{F}$.

4. Otherwise, all $\{R^n(U)\}$ are distinct, and we call $U$ a wandering domain.

We have already seen several examples of fixed and periodic components of $\mathcal{F}$, and we will soon see strictly preperiodic components. I.N. Baker (1976) has shown that some entire functions have wandering domains. However, according to D. Sullivan (1985) this is not possible for rational functions, and our main goal in this section is to prove this. First we make some preliminary observations.

On any component $U$ of $\mathcal{F}$, $R$ is a branched cover of $U$ over $R(U)$ with at most $d$ sheets. A component of $\mathcal{F}$ is completely invariant if and only if $R$ is a $d$-sheeted branched covering of the component over itself.

**Theorem 1.1.** If $U$ is a completely invariant component of $\mathcal{F}$, then $\partial U = \mathcal{J}$, and every other component of $\mathcal{F}$ is simply connected. There are at most two completely invariant components of $\mathcal{F}$.

**Proof.** If $U$ is completely invariant, then $\partial U = \mathcal{J}$, by Theorem III.1.7. Moreover the sequence $\{R^n\}$ omits the open set $U$ on $\overline{\mathbb{C}} \setminus \overline{U}$, so $\{R^n\}$ is normal there, and $\overline{\mathbb{C}} \setminus \overline{U} \subset \mathcal{F}$. Since $U$ is connected, each component of $\overline{\mathbb{C}} \setminus \overline{U}$ is simply connected. If $U$ is furthermore simply connected, then since $R$ is a $d$-to-$1$ mapping, $U$ must contain $d-1$ critical points. Since there are only $2d-2$ critical points altogether, there can be at most two simply connected completely invariant components. $\square$

**Theorem 1.2.** The number of components of the Fatou set can be 0, 1, 2, or $\infty$, and all cases occur.

**Proof.** Suppose $\mathcal{F}$ has only finitely many components and let $U_0$ be one. Consider a chain of inverse images $R(U_{-1}) = U_0$, $R(U_{-2}) = U_{-1}, \ldots$. Eventually we reach $U_{-n}$ with $R(U_{-n}) = U_{-k}$ for some $0 \leq k < n$. Then $U_0 = R^n(U_{-n}) = R^n(U_{-k}) = R^{n-k}(U_0)$. Thus each component $U_0$ of $\mathcal{F}$ is periodic, and since there are only finitely many, there is some $N$ such that $R^N(U) = U$ for every component $U$. Hence every component is completely invariant for $R^N$, and by the preceding theorem there are at most two components.
We have seen in the previous chapter that the map $R(z) = z^2$ has two components in its Fatou set and $R(z) = z^2 - 2$ has one. The Lattès example in Section III.1 has empty Fatou set $\mathcal{F}$ and Julia set $\mathcal{J} = \overline{\mathbb{C}}$. Finally, if $P(z) = \lambda z + z^2$ is chosen to correspond to a Siegel disk, then $\mathcal{F}$ has infinitely many components. To see this, let $U_0$ and $U_\infty$ be the components containing 0 and $\infty$ respectively. Since $R$ is conjugate to a rotation of $U_0$ there are no critical points in $U_0$ and $R$ is one-to-one on $U_0$. Thus $U_0$ has a distinct preimage $U_1$, which is also distinct from $U_\infty$, so $\mathcal{F}$ has infinitely many components. □

**Theorem 1.3 (Sullivan).** A rational map has no wandering domains.

**Proof.** Assume $U_0$ is wandering and let $U_n = R^n(U_0), n \geq 1$. We assume $\infty$ is in some component $V$ of $\mathcal{F}$ other than the $U_n$’s. This implies that $\sum \text{area} U_n < \infty$, which implies that the only possible limit functions of $\{R^n\}$ on $U_0$ are constants. In fact, $(R^n)' \to 0$ on compact subsets for otherwise each $U_n$ would contain a disk with diameter bounded uniformly away from 0. Replacing $U_n$ by $U_{n+m}$, we may assume no $U_n$ contains a critical point of $R$.

We claim that $R$ maps each $U_n$ one-to-one onto $U_{n+1}$. For this it suffices to prove that each $\{U_n\}$ is simply connected. Let $\gamma$ be a closed curve in $U_0$. Since $(R^n)' \to 0$ on $U_0$, the diameters of the images $R^n(\gamma)$ tend to 0. Now each pole of $R$ is contained in a component of $\mathcal{F}$ that is mapped to $V$, and the images of $\gamma$ are not mapped to $V$, so that if the diameter of $R^n(\gamma)$ is sufficiently small, say for $n \geq N$, there are no poles of $R$ in the bounded components of $\mathbb{C} \setminus R^n(\gamma)$. Then the iterates $R^{N+k}$ are all analytic inside $\mathbb{C} \setminus R^N(\gamma)$, and by the maximum modulus principle they are uniformly bounded there, so that the bounded components of $\mathbb{C} \setminus R^N(\gamma)$ are included in $\mathcal{F}$, hence in $U_N$. Then $R^N(\gamma)$ is homotopic to a constant path in $U_N$. Since there are no critical points, $R^N$ is a covering map of $U_0$ over $U_N$, and the homotopy can be lifted to a homotopy of $\gamma$ to a constant in $U_0$. Hence $U_0$ is simply connected, as is each $U_n$ by the same argument.

We will now construct a family of quasiconformal mappings $\{f_t\}$ with $t \in \mathbb{C}^N$, so that $f_t^{-1} \circ R \circ f_t$ is an $N$-dimensional analytic family of distinct rational maps. Since they have the same degree as $R$, this gives a contradiction if we take $N > 2d - 1$.

So fix $N > 2d-1$, and suppose $D_0 = \Delta(0, \varepsilon) \subset D = \Delta(0, 2\varepsilon) \subset U_0$. For $t = (t_1, \ldots, t_N)$ in $\mathbb{C}^N$, $|t| < \delta$, we define a Beltrami coefficient
(ellipse field) $\mu$ on $D_0$ by

$$\mu(z) = \sum_{1}^{N} t_j e^{-ij\theta}, \quad z = re^{i\theta} \in D_0.$$ 

For $n \geq 1$, set $D_n = R^n(D_0)$. Since the $D_n$’s are disjoint and $R$ maps each $D_n$ conformally onto $D_{n+1}$, we can extend the ellipse field to $\cup D_n$ to be invariant under $R$. Each component of $R^{-1}(\cup D_n)$ is mapped finite-to-one onto one of the $D_n$’s, so we can further extend the ellipse field to $R^{-1}(\cup D_n)$, and proceeding backwards to all inverse images of $\cup D_n$ to be invariant under $R$. Since $R$ is conformal, the extension does not increase $||\mu||_{\infty}$. For other $z$ set $\mu = 0$, and then the ellipse field is everywhere invariant. Note that $\mu = 0$ on $U_0 \setminus D_0$.

Let $f_t(z) = f(z, t)$ be the solution of the Beltrami equation, normalized so $f(z, t) = z + o(1)$ at $\infty$. Now (suppressing the $t$’s) let $g = f - 1$ and recall from Section I.7 that

$$g = (I - U_\mu)^{-1} S(\mu) = S(\mu) + U_\mu(S(\mu)) + U_\mu^2(S(\mu)) + \cdots.$$ 

Since $||\mu||_{\infty} = O(|t|)$, also $||S(\mu)||_2 = O(|t|)$, $||U_\mu||_2 = O(|t|)$, and consequently $g = S(\mu) + O(|t|^2)$ in $L^2$. Thus with $\zeta = \xi + i\eta = \rho e^{i\phi}$, we calculate for $z \in D \setminus D_0$ that

$$\left. \frac{\partial g}{\partial t_j} \right|_{t=0} = \left. \frac{\partial S(\mu)}{\partial t_j} \right|_{t=0} = -\frac{1}{\pi} \int_{D_0} \frac{e^{-ij\phi}}{(\zeta - z)^2} d\xi d\eta + \varphi_j(z) = \frac{c_j}{z^{j+2}} + \varphi_j(z),$$

where the $\varphi_j$’s are analytic in $D$, and $c_j = -2\varepsilon^{j+2}(j+1)/(j+2) \neq 0$. It follows that if $\lambda = (\lambda_j) \in \mathbb{C}^N$, $\lambda \neq 0$, then for some $z \in D \setminus D_0$

$$\sum \lambda_j \frac{\partial g}{\partial t_j}(z, 0) \neq 0, \quad \text{(1.1)}$$

because otherwise

$$\sum \frac{\lambda_j c_j}{z^{j+2}} = -\sum \lambda_j \varphi_j, \quad \varepsilon < |z| < 2\varepsilon,$$

which contradicts the uniqueness of Laurent expansions.

From the invariance of the ellipse field, we see that $R_t = f_t \circ R \circ (f_t)^{-1}$ is analytic. (See the remark at the end of Chapter I.) It is furthermore $d$-to-$1$. Thus it is a rational mapping of the same degree
as $R$. By Theorem I.7.6, $f_t$ depends analytically on the parameter $t$, and moreover $f_0$ is the identity $z$. Hence $R_t$ depends analytically on the parameter $t$, and $R_0 = R$. Thus the (normalized) coefficients of $R_t$ are holomorphic functions of $t$ and agree with those of $R$ at $t = 0$. Write, assuming $R(\infty) = 1$,

$$R_t(z) = \frac{a_d(t)z^d + a_{d-1}z^{d-1} + \cdots + a_0(t)}{z^d + b_{d-1}(t)z^{d-1} + \cdots + b_0(t)},$$

where $a_d(0) = 1$ and $a_i(t), b_i(t)$ are holomorphic in $\{|t| < \delta\}$. Let $V$ be the connected component containing 0 of the analytic subvariety of $\{|t| < \delta\}$ determined by the equations $a_i(t) = a_i(0), b_i(t) = b_i(0)$. There are only $2d-1$ equations here, and so $V$ has positive dimension. (For background on analytic varieties, see [GuR].)

Let $\tau \in V$. Then $f_\tau \circ R \circ (f_\tau)^{-1} = R$. If $z_0$ is a fixed point of $R^n$, then so is $f_\tau(z_0)$, and vice versa, since $f_\tau(z_0) = f_\tau(R^n(z_0)) = R^n(f_\tau(z_0))$. If $z_0$ is a repelling fixed point for $R^n$ then so is $f_\tau(z_0)$. Hence the set $A_\tau$ of such fixed points satisfies $f_\tau(A_\tau) = A_\tau$. However, since $f_0$ is the identity and $A_\tau$ is discrete, $f_\tau$ must fix each point of $A_\tau$. But $\cup A_\tau$ is dense in $\mathcal{J}$, by Theorem II.2.8, and so $f_\tau(z) = z$ on $\mathcal{J}$. Now $f_\tau(z)$ is analytic on $U_0 \setminus D_0$ and $f_\tau(z) = z$ on $\partial U_0 \subseteq \mathcal{J}$. It follows that $f_\tau(z) = z$ in $U_0 \setminus D_0$. (For an elementary argument, map $U_0$ conformally to the unit disk and observe that $f_\tau(z) - z$ becomes analytic on an annulus $\{r < |\zeta| < 1\}$ and tends to 0 as $|\zeta| \to 1$, so is identically 0 on the annulus.)

Now changing notation, we have $f(z, \tau) - z = 0$ for all $z \in U_0 \setminus D_0$, $\tau \in V$. Since $g = f_z - 1$, we obtain

$$g(z, \tau) = 0, \quad z \in U_0 \setminus D_0, \quad \tau \in V. \tag{1.2}$$

If $\tau_0$ is a regular point of $V$, there is an analytic map $\zeta \to \tau(\zeta)$ of a disk $\Delta(0, \delta)$ into $V$ with $\tau(0) = \tau_0$ and $\tau'(0) = \lambda$, $|\lambda| = 1$. From (1.2) and the chain rule we obtain

$$\sum \lambda_j \frac{\partial g}{\partial t_j}(z, \tau_0) = 0, \quad z \in U_0 \setminus D_0.$$

Here the unit vector $\lambda$ depends on $\tau_0$, and passing to a limit of such $\lambda$‘s as $\tau_0 \to 0$ we obtain a contradiction to (1.1). We conclude there are no wandering domains. \qed
2. The Classification Theorem

Having ruled out the possibility of wandering domains, we now know that every component of the Fatou set is periodic or preperiodic. Our next goal is to classify periodic components. We have already seen some examples: domains containing an attracting fixed point, and Siegel disks. There are various other possibilities.

A periodic component \( U \) of period \( n \) of the Fatou set \( \mathcal{F} \) is called parabolic if there is on its boundary a neutral fixed point \( \zeta \) for \( R^n \) with multiplier 1, such that all points in \( U \) converge to \( \zeta \) under iteration by \( R^n \). The domains \( U, R(U), \ldots, R^{n-1}(U) \) form a parabolic cycle. Their union is the immediate basin of attraction associated with an attracting petal at \( \zeta \).

A periodic component \( U \) of period \( n \) of the Fatou set is called a Herman ring (or an Arnold ring) if it is doubly connected and \( R^n \) is conjugate to either a rotation on an annulus or to a rotation followed by an inversion. We shall see in Chapter VI that Herman rings can occur and that moreover there can be only finitely many of them. The definition of Siegel disk is similarly extended to include periodic components \( U \) that are simply connected, on which some \( R^n \) is conjugate to a rotation. Siegel disks and Herman rings are referred to as rotation domains.

**Theorem 2.1.** Suppose \( U \) is a periodic component of the Fatou set \( \mathcal{F} \). Then exactly one of the following holds:

1. \( U \) contains an attracting periodic point.
2. \( U \) is parabolic.
3. \( U \) is a Siegel disk.
4. \( U \) is a Herman ring.

**Proof.** We may assume \( U \) is fixed by \( R \). Since \( J \) has more than two points, \( U \) is hyperbolic. The proof will be organized as a series of lemmas in the context of analytic maps of hyperbolic domains. Let \( \rho = \rho_U \) denote the hyperbolic metric on \( U \). The first alternative of Theorem 2.1 is covered by the following lemma.

**Lemma 2.2.** Suppose \( U \) is hyperbolic, \( f : U \to U \) is analytic, and \( f \) is not an isometry with respect to the hyperbolic metric. Then either
\( f^n(z) \to \partial U \text{ for all } z \in U, \text{ or else there is an attracting fixed point for } f \text{ in } U \text{ to which all orbits converge.} \)

Proof. Since \( f \) is not an isometry, \( \rho(f(z), f(w)) < \rho(z, w) \) for all \( z, w \in U \). In particular for any compact set \( K \subset U \), there is a constant \( k = k(K) < 1 \) such that
\[
\rho(f(z), f(w)) \leq k \rho(z, w), \quad z, w \in K.
\]

Suppose there is \( z_0 \in U \) whose iterates \( z_n = f^n(z_0) \) visit some compact subset \( L \) of \( U \) infinitely often. Take \( K \) to be a compact neighborhood of \( L \cup f(L) \). Then \( \rho(z_{m+2}, z_{m+1}) \leq k \rho(z_{m+1}, z_m) \) whenever \( z_m \in L \), and this occurs infinitely often, so \( \rho(z_{n+1}, z_n) \to 0 \). Thus by continuity any cluster point \( \zeta \in L \) of the sequence \( \{z_n\} \) is fixed by \( f \), and in fact is an attracting fixed point since \( \rho(f(z), \zeta) \leq k \rho(z, \zeta) \) in some neighborhood of \( \zeta \). Since the iterates of \( f \) form a normal family, they converge on \( U \) to \( \zeta \). \( \square \)

The third and fourth alternatives of Theorem 2.1 are covered by the following.

**Lemma 2.3.** Suppose \( U \) is hyperbolic, \( f : U \to U \) is analytic, and \( f \) is an isometry with respect to the hyperbolic metric. Then exactly one of the following holds:

1. \( f^n(z) \to \partial U \text{ for all } z \in U. \)

2. \( f^m(z) = z \text{ for all } z \in U \text{ and some fixed } m \geq 1. \)

3. \( U \) is conformally a disk, and \( f \) is conjugate to an irrational rotation.

4. \( U \) is conformally an annulus, and \( f \) is conjugate to an irrational rotation or to a reflection followed by an irrational rotation.

5. \( U \) is conformally a punctured disk, and \( f \) is conjugate to an irrational rotation.

Proof. Since \( f \) is an isometry with respect to the hyperbolic metric, \( f \) is a conformal self-map of \( U \).

Suppose first that \( U \) is simply connected. Let \( \varphi \) map \( U \) conformally onto the open unit disk \( \Delta \). Then \( S = \varphi \circ f \circ \varphi^{-1} \) is a conformal self-map of \( \Delta \), a Möbius transformation. If \( S \) has fixed points on the unit
circle, then $|S^n| \to 1$ on $\Delta$, and (1) holds. If $S$ has a fixed point in the disk, we may assume it is at the origin. Then $S$ is a rotation, and either (2) or (3) holds.

Now assume $U$ is not simply connected. Let $\psi : \Delta \to U$ be the universal covering map, and let $\mathcal{G}$ be the associated group of covering transformations, the group of conformal self-maps $g$ of $\Delta$ satisfying $\psi \circ g = \psi$. The lift of $f$ to the unit disk via $\psi$ is a Möbius transformation $F$, which satisfies $\psi \circ F = f \circ \psi$. Let $\Gamma$ be the group obtained by adjoining $F$ to $\mathcal{G}$.

Assume first $\Gamma$ discrete (orbits accumulate only on $\partial \Delta$). Since no iterate $f^k$ of $f$ is the identity on $U$, no iterate $F^k$ of $F$ belongs to $\mathcal{G}$. Since $\Gamma$ is discrete, this implies $gF^k(0) \to \partial \Delta$ uniformly in $g \in \mathcal{G}$. Hence $f^k(z_0) \to \partial U$, and (1) holds.

The final possibility is that $\Gamma$ is not discrete. Let $\overline{\Gamma}$ be the closure of $\Gamma$ in the (Lie) group of conformal self-maps of $\Delta$, and let $\Gamma_0$ be the connected component of $\overline{\Gamma}$ containing the identity. If $g \in \mathcal{G}$ then also $FgF^{-1} \in \mathcal{G}$, since

$$\psi \circ (F \circ g \circ F^{-1}) = f \circ \psi \circ g \circ F^{-1} = f \circ \psi \circ f^{-1} \circ \psi = \psi.$$ 

It follows that $\overline{\Gamma}$, and hence $\Gamma_0$, also conjugates $\mathcal{G}$ to itself. Since $\mathcal{G}$ is discrete and $\Gamma_0$ is connected, $hgh^{-1} = g$ for all $h \in \Gamma_0$ and $g \in \mathcal{G}$, and every $g \in \mathcal{G}$ commutes with every $h \in \Gamma_0$.

**Lemma.** If $A$ and $B$ are two conformal self-maps of the open unit disk $\Delta$ which commute, and $A$ is not the identity, then $B$ belongs to the one-parameter subgroup generated by $A$.

**Proof.** There are three cases:

**Case 1.** Suppose $A$ has a fixed point in $\Delta$. We may assume the fixed point is 0, so that $A(z) = e^{i\theta}z$. Then $e^{i\theta}B(0) = (AB)(0) = (BA)(0) = B(0)$. Since $A$ is not the identity, $B(0) = 0$, and $B$ has the form $e^{i\phi}z$.

**Case 2.** Suppose $A$ has two fixed points on $\{|z| = 1\}$ which are different. We can map the problem to the right half-plane with the fixed points going to 0 and $\infty$, and $A(z) = \lambda z$ for some $\lambda > 0$, $\lambda \neq 1$. As above, $B$ either fixes each of 0, $\infty$ or interchanges them. In the second case, $B(z) = \mu/z$ for some $\mu > 0$ and does not commute with $A$. Therefore $B$ fixes these points and $B(z) = \mu z$. 
CASE 3. Suppose $A$ has one fixed point on $\{ |z| = 1 \}$. Again map the problem to the right half-plane with $\infty$ fixed. Then one sees easily that $A(z) = z + \lambda i$ for some real $\lambda \neq 0$ and $B(z) = z + \mu$ for some $\mu \in \mathbb{R}$. □

Möbius transformations corresponding to these three cases are called elliptic, hyperbolic, and parabolic, respectively. It is easy to show that every such transformation preserving the disk (except the identity) is one of these three types.

Proof of Lemma 2.3 (continued). Choose $h \in \Gamma_0$ which is not the identity. Since $\mathcal{G}$ commutes with $h$ it belongs to the one-parameter group generated by $h$. Since $\mathcal{G}$ is discrete and infinite we conclude that $\mathcal{G}$ has the form $\{ g^n \}_{n=-\infty}^{\infty}$. This means that the fundamental group of $U$ is isomorphic to the integers, and $U$ is doubly connected. Since $U$ is hyperbolic, $U$ cannot be a punctured plane, and $U$ is either an annulus or a punctured disk. One of the alternatives (2), (4) or (5) must hold. □

There is one more technical obstacle to surmount before completing the proof of the classification theorem. It is handled by the following variant of the “snail lemma”. The reason for the nomenclature will become apparent from the proof, which stems from Section 54 of [Fa2].

**Lemma 2.4.** Suppose $U$ is hyperbolic, $f : U \to U$ is analytic on $U$ and across $\partial U$, and $f^n(z_0) \to \partial U$ for some $z_0 \in U$. Then there is a fixed point $\zeta \in \partial U$ for $f$ such that $f^n(z) \to \zeta$ for all $z \in U$. Either $\zeta$ is an attracting fixed point, or $\zeta$ is a parabolic fixed point with multiplier $f'(\zeta) = 1$.

Proof. By Theorem I.4.3, the spherical distances between the iterates $z_n$ and $z_{n+1}$ of $z_0$ tend to 0. Thus the limit set of $\{ z_n \}$ is a connected subset of $\partial U$, and furthermore, by continuity of $f$, any limit point is a fixed point for $f$. Since the fixed points of $f$ are isolated, we conclude that $z_n \to \zeta$ for some fixed point $\zeta \in \partial U$ of $R$. The orbit of every other $z \in U$ also converges to $\zeta$, since it remains a bounded hyperbolic distance from the orbit of $z_0$. The fixed point $\zeta$ is not repelling, since $z_n \to \zeta$.

Suppose $f'(\zeta) = e^{2\pi i \theta}$ where $\theta$ is rational. Then $U$ is contained in
the basin of attraction associated with one of the petals at $\zeta$. Since the local rotation $f$ at $\zeta$ induces a cyclic permutation of the petals at $\zeta$, and since $f$ leaves $U$ invariant, in fact $f$ induces the identity permutation, and $f'(\zeta) = 1$.

Suppose $f'(\zeta) = e^{2\pi i \theta}$, where $\theta$ is irrational. Assume $\zeta = 0$. Let $z_0 \in U$, and let $V$ be a relatively compact subdomain of $U$ such that $V$ is simply connected and $z_0$ and $z_1 = f(z_0)$ belong to $V$. Since $f$ is univalent near 0 and $f^n \to 0$ uniformly on $V$, we can assume each $f^n$ is univalent on $V$. Then

$$\varphi_n(z) = \frac{f^n(z)}{f^n(z_0)}, \quad z \in V,$$

is also univalent on $V$, $\varphi_n(z_0) = 1$, and $0 \notin \varphi_n(V)$. Let $\psi$ be the Riemann map from $\Delta$ to $V$, $\psi(0) = z_0$. Then $h_n(\zeta) = \varphi_n(\psi(\zeta)) - 1$ is univalent on $\Delta$, $h_n(0) = 0$, $h'_n(0) = \varphi'_n(z_0)\psi'(0)$, and $h_n$ omits $-1$. Thus the function $h_n/h'_n(0)$ belongs to $S$ and omits $1/h'_n(0)$. The Koebe one-quarter theorem implies $|h'_n(0)| \leq 4$. Since $S$ is a normal family, the sequence $\{h_n/h'_n(0)\}$ is normal on $\Delta$, as is $\{h_n\}$. Consequently $\{\varphi_n\}$ is normal on $V$.

We claim that all limit functions of $\{\varphi_n\}$ are nonconstant. For if $|\varphi_n - 1| < \delta$ then $f^n(V)$ would be included in a narrow angle with vertex 0, and if this angle were smaller than $\theta/3$ then since $f(z) \approx e^{i\theta}z$ near 0, $f^{n+1}(V)$ would be disjoint from $f^n(V)$, contrary to hypothesis. Thus $\varphi_n(z_0)$ is bounded away from 0. From Koebe’s theorem again we deduce that there is $\rho > 0$ such that $\varphi_n(V)$ contains a disk centered at 1 of radius $\rho$. Thus $f^n(V)$ contains a disk centered at $z_n$ of radius $\rho|z_n|$.

Choose $N$ so that the disks of radius $\rho/2$ centered at the points $e^{2\pi im\theta}$, $0 \leq m \leq N$, cover an annulus containing the unit circle. Since $z_{m+1} = e^{2\pi i \theta}z_m + o(|z_m|)$, the disks centered at $z_m$ of radius $\rho|z_m|$, $n \leq m \leq n + N$, cover an open annulus containing $z_n$ and $z_{n+1}$ for $n$ large. Hence $\bigcup f^n(V)$ contains a punctured neighborhood of 0, and 0 is an isolated point of $\partial U$. But then Theorem II.6.2 implies that $f$ is conjugate to a rotation about 0, contradicting $f^n(z) \to 0$. We conclude that $f'(\zeta)$ cannot be irrational. \(\Box\)

Proof of Theorem 2.1 (continued). The proof is now complete, in view of the following observations. Since $R^n$ has degree $> 1$, no power of $R$ can coincide with the identity, and case (2) of Lemma 2.3 is ruled out. Since $J$ has no isolated points, case (5) of Lemma
2.3 is also impossible for $R$. Finally, since there are no attracting periodic points in $\mathcal{J}$, Lemma 2.4 produces a parabolic fixed point in $\partial U$ whenever $f^n(z) \to \partial U$. □

**Example.** Suppose $R$ is a finite Blaschke product of degree $d \geq 2$. We have seen in Section III.1 that the Julia set $\mathcal{J}$ of $R$ is either the entire unit circle or a totally disconnected subset of the circle. There are now four possibilities. If $R$ has an attracting fixed point on $\partial \Delta$, or if $R$ has a parabolic fixed point on $\partial \Delta$ with only one attracting petal, then $\mathcal{J}$ is totally disconnected. If $R$ has an attracting fixed point $\zeta \in \Delta$, then $1/\overline{\zeta} \in \overline{\mathbb{C}\setminus\Delta}$ is also an attracting fixed point, and $\mathcal{J}$ separates the basins of attraction, so $\mathcal{J} = \partial \Delta$. The only remaining possibility is that $R$ has a parabolic fixed point on $\partial \Delta$ with two attracting petals, in which case again $\mathcal{J} = \partial \Delta$. One can check that each of these four cases already occurs for Blaschke products of degree two. In all cases, the periodic points of $R$ that are not fixed are repelling.

3. The Wolff–Denjoy Theorem

Before leaving this area let us prove the following beautiful related theorem of J. Wolff (1926) and A. Denjoy (1926). This brief proof was discovered by A.F. Beardon (1990).

**Theorem 3.1.** Let $f : \Delta \to \Delta$ be analytic, and assume $f$ is not an elliptic Möbius transformation nor the identity. Then there is $\alpha \in \overline{\Delta}$ such that $f^n(z) \to \alpha$ for all $z \in \Delta$.

**Proof.** The theorem is easy if $f$ is a Möbius transformation, and so we assume that $f$ is not an isometry with respect to the hyperbolic metric, and further that $f(0) \neq 0$. If the orbit of 0 visits any compact set infinitely often, Lemma 2.2 provides a fixed point in $\Delta$. Thus we may assume that the orbit of 0 accumulates on $\partial \Delta$. The problem is to show that the orbit can accumulate at only one point $\alpha$ of $\partial \Delta$. This is again easy if $f$ extends continuously to $\partial \Delta$. The main point of the theorem is that no continuity is assumed.

Define $f_\varepsilon(z) = (1 - \varepsilon)f(z)$, which maps to a compact subset of $\Delta$. Let $z_\varepsilon$ be the fixed point of $f_\varepsilon$, and let $D_\varepsilon$ be the hyperbolic disk centered at $z_\varepsilon$ with radius $\rho(0, z_\varepsilon)$. Since $f_\varepsilon$ is contracting, $f_\varepsilon(D_\varepsilon) \subset$
$D_\epsilon$. Now $D_\epsilon$ is a euclidean disk with 0 on its boundary. Any limit $D$ of the $D_\epsilon$'s is a euclidean disk with 0 on its boundary, and $f(D) \subset D$. Thus the point of tangency of $D$ and $\partial \Delta$ is the only possible limit point on $\partial \Delta$ of the orbit of 0. □

Another approach to the Wolff–Denjoy theorem provides an illuminating application of the Herglotz formula. We replace $\Delta$ by the upper half-plane $\mathbf{H}$. We are now considering $f = u + iv$ as a mapping of $\mathbf{H}$ to itself, with $v = \text{Im } f > 0$, and we must show that either every orbit tends to $\infty$, or else every orbit is bounded. The Herglotz representation of the positive harmonic function $v$ in the upper half-plane is

$$v(x, y) = cy + y \int_{-\infty}^{\infty} \frac{d\sigma(s)}{(x - s)^2 + y^2}, \quad y > 0,$$  \hspace{1cm} (3.1)

where $c \geq 0$ and $\sigma$ is a positive measure satisfying

$$\int_{-\infty}^{+\infty} \frac{d\sigma(s)}{1 + s^2} < \infty.$$

We may assume $\sigma \neq 0$.

Suppose $c \geq 1$. From (3.1) we have $v(x, y) > y$, so that the half-planes $\{y > y_0\}$ are invariant under $f$. These correspond to the invariant tangent disk $D$ to $\partial \Delta$ in the preceding proof. Let $z_n = x_n + iy_n$ be an orbit. Then either $y_n$ increases to $+\infty$, or else $y_n$ increases to some finite limit value $y_\infty$, in which case (3.1) shows that $|x_n| \to \infty$. In any event $|z_n| \to \infty$.

Now suppose $0 \leq c < 1$. In this case orbits are bounded. To see this, we use the Herglotz formula for $f$,

$$f(z) = cz + \int_{-\infty}^{+\infty} \frac{d\sigma(s)}{s - z} + b, \quad z \in \mathbf{H},$$

where $b$ is real. The problem is to obtain an estimate of the form $|f(z) - cz| = o(z)$ for large $|z|$. This can be done by expressing $f$ as

$$f(z) = cz + \int_{|s| \geq A} \left[ \frac{1}{s - z} - \frac{1}{s} \right] d\sigma(s) + \int_{-A}^{A} \frac{d\sigma(s)}{s - z} + b'$$

$$= cz + z \int_{|s| \geq A} \frac{d\sigma(s)}{s(s - z)} + o(1)$$

as $|z| \to \infty$ and by estimating carefully the integral that appears here.
Critical Points and Expanding Maps

Critical points and their forward orbits play a key role in complex dynamical systems. The forward orbit of the critical points is dense in the boundary of any Siegel disk and Herman ring. If the critical points and their iterates stay away from the Julia set, the mapping is expanding on the Julia set, and the Julia set becomes more tractable.

1. Siegel Disks

Let $CP$ denote the (finite) set of critical points of $R$. The postcritical set of $R$ is defined to be the forward orbit $\cup_{n \geq 0} R^n(CP)$ of the critical points. We denote by $CL$ the closure of the postcritical set of $R$. This set is important because on its complement all branches of $R^{-n}$, $n \geq 1$, are locally defined and analytic.

As we have already seen for polynomials (Section III.4), many basic properties of the dynamics and structure of $J$ are determined by the critical points and the postcritical set. By Theorems III.2.2 and III.2.3, each attracting and parabolic cycle of components of the Fatou set $F$ contains a critical point. Siegel disks and Herman rings contain no critical point, however in a certain sense they can be associated to critical points. We begin with the following theorem.
The proof is essentially that of Section 31 of [Fa2] and predates the establishment of the existence of rotation domains.

**Theorem 1.1.** If $U$ is a Siegel disk or Herman ring, then the boundary of $U$ is contained in the closure of the postcritical set of $R$.

**Proof.** Let $U$ be a rotation domain that is invariant under $R$, and suppose that $CL$ does not contain $\partial U$. Let $D$ be an open disk disjoint from $CL$ which meets $\partial U$. We assume also that $D$ is disjoint from some open invariant subset $V \neq \emptyset$ of $U$. Define $f_n$ to be any branch of $R^{-n}$ on $D$. Since the $f_n$'s omit $V$, they form a normal family on $D$. Now $R$ is one-to-one on $U$, so there are other components of $R^{-1}(U)$. Since inverse iterates of any fixed point of $J$ are dense in $J$, there is for suitable $m \geq 1$ a component $W$ of $R^{-m}(U)$ distinct from $U$ that meets $D$. If $z \in D \cap W$, then $f_j(z)$ and $f_k(z)$ belong to different components of $F$ for $j \neq k$, or else they would belong to a periodic component, which could not be iterated eventually to $W$ then $U$. Hence $f_k(z)$ tends to $J$ for $z \in D \cap W$, and since $J$ has no interior, any normal limit of the $f_k$'s is constant on $D \cap W$. On the other hand, since the $f_k$'s are rotations of $U$, any normal limit is nonconstant on $D \cap U$. This contradiction establishes the theorem. $\Box$

**Theorem 1.2.** If the postcritical set of $R$ is finite and there are no superattracting cycles, then $J = \overline{C}$.

**Proof.** Siegel disks and Herman rings require that $CL$ be infinite, since $CL$ is dense on the boundary. So does a parabolic component, since it contains a critical point and the iterates of this point are distinct. According to the remark after Theorem II.2.4, an attracting component that is not superattracting has a critical point with infinite forward orbit. Thus if $CL$ is finite, the only possibility for a periodic component of $F$ is a superattracting cycle. By hypothesis, there are no such components, and so $F$ is empty and $J = \overline{C}$. $\Box$

**Example.** Take $R(z) = 1 - 2/z^2$. The critical points of $R$ are 0 and $\infty$, which are iterated as follows:

$$0 \to \infty \to 1 \to -1 \to -1 \to \cdots.$$ 

Thus $R$ can have no superattracting cycles, and $J = \overline{C}$. 
Theorem 1.3. If there are two completely invariant components of \( \mathcal{F} \), then these are the only components of \( \mathcal{F} \).

Proof. As remarked earlier (in the proof of Theorem IV.1.1), each completely invariant component of \( \mathcal{F} \) contains \( d - 1 \) critical points, and there are no other critical points. Since rotation domains have no critical points, each completely invariant component is attracting or parabolic. Moreover, the iterates of each critical point tend to an attracting or parabolic cycle. In view of Theorem 1.1, there can be no Siegel disks or Herman rings, nor can there be other parabolic or attracting components, since they would require further critical points. Thus the completely invariant components are the only components of \( \mathcal{F} \). □

We show in Section VI.4 that if there are two completely invariant components of \( \mathcal{F} \), one of which has an attracting fixed point, then the Julia set \( J \) is a simple closed Jordan curve. It follows from Theorem VI.2.1 that if the two completely invariant components both have attracting fixed points, then \( J \) is a quasicircle.

Example. For \( 0 < b < 1 \), the function \( R(z) = z/(z^2 - bz + 1) \) has a parabolic fixed point at \( z = 0 \) with multiplier \( +1 \) and an attracting fixed point at \( b \) with multiplier \( 1 - b^2 \). The attracting petal at 0 and the immediate basin of attraction at \( b \) contain the critical points \(-1\) and \(+1\), respectively. Since \( R \) has degree two and is two-to-one on each immediate basin of attraction, each immediate basin is completely invariant. By Theorem 1.3, there are no other components of \( \mathcal{F} \). As mentioned above, \( J \) is a simple closed Jordan curve, passing through 0 and \( \infty \). For \( b = 0 \), we have only the parabolic fixed point at 0, which has two completely invariant attracting petals. The respective petals include the right and left half-planes. Since the Julia set separates the petals, it coincides with the (extended) imaginary axis.

The classification theorem shows that the iterates of any point of \( \mathcal{F} \) either remain in a compact subset of \( \mathcal{F} \) or converge to a parabolic cycle in \( J \). It follows that the boundary \( \partial U \) of any Siegel disk \( U \) lies in the closure of the forward orbits of those critical points that lie on \( J \). We claim that in fact there is a single critical point in \( J \) whose forward orbit is dense in \( \partial U \). Indeed, since there are only
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FIGURE 1. Iterates of a critical point delineate a Siegel disk.

finitely many critical points, there is a critical point \( q \in \mathcal{J} \) whose forward orbit is dense in a relatively open subset \( W \neq \emptyset \) of \( \partial U \). Replacing \( W \) by \( \cup R^n(W) \), we can assume that \( W \) is invariant under \( R \). Let \( \psi : \Delta \to U \) be a conjugation of multiplication by \( \lambda \) on \( \Delta \) and \( R \) on \( U \). Let \( S \) be the set of \( \zeta \in \partial \Delta \) at which \( \psi \) has a radial limit belonging to \( W \). Since \( W \) is open and nonempty, \( S \) has positive length on \( \partial \Delta \), and further \( S \) is invariant under the rotation \( \zeta \to \lambda \zeta \). If \( \zeta_0 \) is any point of Lebesgue density of \( S \), then so is each rotate \( \lambda^n \zeta_0 \), and evidently every point of \( \partial \Delta \) is a point of Lebesgue density of \( S \), so that \( S \) has full measure. It follows that \( W \) is dense in \( \partial U \), and the claim is established.

EXAMPLE. Consider \( P(z) = \lambda(z - z^2/2) \) where \( \lambda = \exp(2\pi i(\sqrt{5} - 1)/2) \). The golden mean \( (\sqrt{5} - 1)/2 \) is a favorite choice of rotation angle for obtaining computer-generated pictures of Siegel disks. From its continued fraction expansion

\[
\frac{\sqrt{5} - 1}{2} = \frac{1}{1 + \frac{1}{1 + \ldots}}
\]

it is the worst approximable number in the sense of Diophantine approximation (see p. 164 of [Haw]). By Siegel's Theorem II.6.4, the fixed point \( 0 \) of \( P \) is the center of a Siegel disk. Figure 1 shows 20,000 iterates of the critical point \( 1 \) under \( P \), which delineate the Siegel disk. (A similar picture of a Herman ring is given later in Section
VI.3.) On the left of Figure 2 is the filled-in Julia set for $P$, and on
the right an enlargement around the critical point 1. An interesting
question concerns whether the critical point is an accessible bound-
ary point of $A(\infty)$ or not, that is, the end of a curve in $A(\infty)$. This
seems to be the case in Figure 2.

Let $R(z) = \lambda z + a_2 z^2 + \cdots$, where $0 < |\lambda| < 1$, and suppose $z = h(\zeta)$
conjugates the multiplication $\zeta \rightarrow \lambda \zeta$ to $R(z)$. If $\varphi$ is Koenigs’
coordinate function (appropriately normalized), then $h$ is the branch of
$\varphi^{-1}$ mapping 0 to 0. Schröder’s equation for the conjugation assumes
the form

$$h(\zeta/\lambda) = R^{-1}(h(\zeta)), \quad |\zeta| < \varepsilon.$$  \hspace{1cm} (1.1)

Since $|\lambda| < 1$, we can use this formula to continue $h$ until we meet a
singularity of $R^{-1}$. Thus there is a critical point of $R$ on the boundary
of the domain corresponding to the largest disk on which the conjugation
holds (see the discussion in Section III.4). Using (1.1), it is easy
to see that the boundary of this domain is an analytic curve except at
the critical point. Here there is a corner of angle $\pi/m$, where $m - 1$ is
the order of the critical point. For $P_\lambda(z) = \lambda(z - z^2/2)$ with $|\lambda| < 1,$
the angle is $90^\circ$. On the other hand, for $\lambda = \exp(2\pi i(\sqrt{5} - 1)/2)$
the angle seems to be very close to $120^\circ$ (see Figure 2, and also
the approximation on p. 561 of [MaN]), so there is some sort of
discontinuity here. No rigorous results exist on this phenomenon.
Since $P_\lambda$'s corresponding to Siegel disks are obtained as limits of $P_\lambda$'s with $|\lambda| < 1$, it is natural to hope that the critical point stays on the boundary of the Siegel disk, as it is the largest disk on which the conjugation holds. M. Herman (1985) has proved this for Diophantine numbers, and he has also shown (see [Do3]) that there are $\lambda$'s for which the critical point is not on the boundary of the Siegel disk (even though the boundary is a quasicircle). We will not prove Herman's theorem, but we give instead an elementary proof that there is a critical point on the boundary for almost all quadratic polynomials with a Siegel disk.

**Theorem 1.4.** Consider $P_\lambda(z) = \lambda(z - z^2/2)$, $\lambda = e^{i\theta}$. Then for a.e. $\theta$, a Siegel disk exists and contains the critical point $z = 1$ on its boundary.

**Proof.** We already know (Theorem II.6.4) that the conjugation exists for a.e. $\theta$, but we give a simpler proof for this case, due to Yoccoz. The proof of the theorem itself is a continuation of Yoccoz' proof (due to L. Carleson and P. Jones; see [Do3]).

For $0 < |\lambda| < 1$, consider the conjugating map $h(\zeta, \lambda)$ for $P_\lambda$, normalized so that $h(\zeta, \lambda)$ is univalent for $|\zeta| < 1$ and $h(1, \lambda)$ is the critical point 1 of $P_\lambda$. Write

$$h(\zeta, \lambda) = a_1(\lambda)\zeta + a_2(\lambda)\zeta^2 + \cdots, \quad |\zeta| < 1, \ 0 < |\lambda| < 1.$$ 

Since $h$ omits 1, the Koebe one-quarter theorem gives $|h'(0, \lambda)| = |a_1(\lambda)| \leq 4$. This implies that $h(\zeta, \lambda)$ is an equicontinuous family of univalent mappings, and if we adjoin the function 0, we have a compact family. We study the behavior of $h(\zeta, \lambda)$ as $|\lambda| \to 1$.

Let $\varphi_\lambda$ be Koenigs' coordinate function, normalized by $\varphi'_\lambda(0) = 1$. Then $\varphi_\lambda$ depends analytically on $\lambda$. Since conjugating functions are unique up to dilations, and since $h^{-1}(1, \lambda) = 1$, we have $h^{-1}(z, \lambda) = \varphi_\lambda(z)/\varphi_\lambda(1)$. Thus $h^{-1}$, and also $h$, depend analytically on $\lambda$. The coefficient estimate of Theorem I.1.8 gives $|a_k(\lambda)| \leq ek^2|a_1(\lambda)| \leq 4ek^2$, so each $a_k(\lambda)$ extends analytically to 0, and the series expansion extends $h$ analytically to the bidisk $|\zeta| < 1, |\lambda| < 1$. Furthermore, the coefficient estimates, or the distortion theorem, show that for each fixed $\zeta$, $h(\zeta, \lambda)$ is bounded in $\lambda$. (It is easy to show that $|h| \leq 4$.)

The analyticity of $h(\zeta, \lambda)$ in $\lambda$ can also be seen in a more elementary way, following Yoccoz, by considering the sequence of polynomials $Q_n(\lambda) = \lambda^{-n}P_\lambda^n(1)$. Thus $Q_1 = 1/2, Q_2 = 1/2 - \lambda/8,
$Q_3 = 1/2 - \lambda/8 - \lambda^2/8 + \lambda^3/16 - \lambda^4/128, \ldots$, and in general $Q_{n+1} = Q_n - \lambda^{n-1} Q_n^2/2$. One shows directly that $|Q_n(\lambda)| \leq 4$ for $|\lambda| < 1$, and $Q_n(\lambda) \to a_1(\lambda)$.

Let $E$ be the set of $e^{i\theta} \in \partial \Delta$ such that $a_1(\lambda) \to 0$ as $\lambda \to e^{i\theta}$. Then $E$ has zero measure. (This is an elementary fact, which can be proved by applying Fatou's lemma to the integrals of $\log |a_1(re^{i\theta})|$ as $r \to 1$.) Suppose $e^{i\theta} \notin E$. Choose $\lambda_k \in \Delta$ such that $\lambda_k \to e^{i\theta}$ and $a_1(\lambda_k) \to a \neq 0$. Let $\psi(\zeta)$ be any limit of the univalent functions $h(\zeta, \lambda_k)$. Then $\psi'(0) = a$, and $\psi$ is univalent. The functional equation for the conjugation $h$ is

$$h(\lambda \zeta, \lambda) = P_\lambda(h(\zeta, \lambda)), \quad |\zeta| < 1, \ |\lambda| < 1,$$

and passing to the limit we obtain

$$\psi(e^{i\theta} \zeta) = P_{e^{i\theta}}(\psi(\zeta)), \quad |\zeta| < 1.$$

Thus there is a Siegel disk centered at 0 for $P_{e^{i\theta}}$, and we have Siegel disks for almost all $\theta$.

Now conjugations are uniquely determined by $\psi'(0) = a$, so that $h(\zeta, \lambda_k)$ actually converges normally just as soon as $\lambda_k \to e^{i\theta} \in \partial \Delta$ and $a_1(\lambda_k)$ converges. In particular, if $a_1(\lambda)$ has a radial limit $a_1(e^{i\theta}) \neq 0$, then the conjugations $h(\zeta, \lambda)$ have a radial limit, which we denote by $h(\zeta, e^{i\theta})$. It determines a Siegel disk for $P_{e^{i\theta}}$.

We now want to prove that the critical point 1 remains on the boundary of almost all the Siegel disks. We study the functions

$$u(r, \lambda) = \log \frac{1}{|h(r, \lambda) - 1|}, \quad |\lambda| < 1, \ 0 < r < 1.$$

For $r$ fixed, $u$ is harmonic for $\lambda$ in $\Delta$ and bounded below. By our discussion of the conjugation for $|\lambda| < 1$ preceding the statement of the theorem, we know $h$ maps $\Delta$ onto a smooth domain with a $\pi/2$ corner at the critical point 1. This implies

$$u(r, \lambda) \geq \frac{1}{2} \log \frac{1}{1 - r} + C_0$$

for all $r > r(\lambda)$. In order to place the critical point 1 on the boundary of the Siegel disk, we want to show that 1 is a limit point of $h(r, e^{i\theta})$ as $r \to 1$. For this, it suffices to show $\limsup u(r, e^{i\theta}) = \infty$. Thus the estimate above is what we need, except that it is not uniform in $\lambda$. 


For \( \lambda \) fixed, \( 0 < |\lambda| < 1 \), the function \( 1 - h(z, \lambda) \) can be expressed as the quotient of two functions in \( \mathcal{S} \), namely, \( h(z, \lambda)/a_1(\lambda) \) and \( h(z, \lambda)/[a_1(\lambda)(1 - h(z, \lambda))] \). The upper and lower estimates in the distortion theorem (Theorem I.1.6) then yield

\[
|1 - h(z, \lambda)| \geq \left( \frac{1 - |z|}{|z|} \right)^2 \cdot \frac{|z|}{(1 + |z|)^2} \geq \frac{(1 - |z|)^2}{4}.
\]

Hence

\[
u(r, \lambda) \leq 2 \log \frac{1}{1 - r} + \log 4.
\]

This estimate persists for the radial boundary values at \( \lambda = e^{i\theta} \).

Fix \( 0 < c < 1/2 \), take a sequence \( r_k \to 1 \), and define

\[
A_N = \{ \theta : |u(r_k, e^{i\theta})| > c \log \frac{1}{1 - r_k} \text{ for some } k \geq N \}.
\]

It suffices to show that \( A_N \) has full measure for all \( N \). Indeed, then \( \cap A_N \) has full measure, and for almost all \( \theta \) we obtain a sequence of \( r \)'s tending to 1 such that \( h(r, e^{i\theta}) \to 1 \).

For arbitrary \( \theta_0 \) consider \( \lambda = re^{i\theta_0} \). Fix \( M \) large, and let \( I \) be the interval of length \( M(1 - |\lambda|) \) centered at \( e^{i\theta_0} \). The Poisson kernel \( P_{\lambda}(\theta) = (1 - |\lambda|^2)/|e^{i\theta} - \lambda|^2 \) satisfies

\[
\int_E P_{\lambda}(\theta) \frac{d\theta}{2\pi} \leq c_1(M) \frac{|E \cap I|}{|I|} + \frac{c_2}{M}
\]

for any subset \( E \) of \( \partial \Delta \), where \( |\cdot| \) denotes angular measure. Choose \( k \) so large that \( k \geq N \) and \( r_k > r(\lambda) \). From the Poisson formula we obtain

\[
\frac{1}{2} \log \frac{1}{1 - r_k} + C_0 \leq u(r_k, \lambda) = \int P_{\lambda}(\theta) u(r_k, e^{i\theta}) \frac{d\theta}{2\pi} \leq c \log \frac{1}{1 - r_k} + \int_{A_N} P_{\lambda}(\theta) u(r_k, e^{i\theta}) \frac{d\theta}{2\pi} \leq c \log \frac{1}{1 - r_k} + 2 \log \frac{1}{1 - r_k} \int_{A_N} P_{\lambda}(\theta) \frac{d\theta}{2\pi} + \log 4 \leq \log \frac{1}{1 - r_k} \left[ c + 2c_1(M) \frac{|A_N \cap I|}{|I|} + \frac{2c_2}{M} \right] + \log 4.
\]

Solving for \( |A_N \cap I|/|I| \) and letting \( r_k \to 1 \), we obtain

\[
\frac{|A_N \cap I|}{|I|} \geq \frac{1}{2c_1(M)} \left( \frac{1}{2} - c - \frac{2c_2}{M} \right) \geq c_0 > 0
\]

for some suitable \( c_0 \). Hence \( A_N \) has positive density everywhere. By Lebesgue’s differentiation theorem, \( A_N \) has full measure. \( \square \)
2. Hyperbolicity

A rational function $R$ is hyperbolic (on $\mathcal{J}$) if there is a metric $\sigma(z)|dz|$ smoothly equivalent to the spherical metric in a neighborhood of $\mathcal{J}$, with respect to which $R$ is expanding. If $\infty \notin \mathcal{J}$, this means that

$$\sigma(R(z))|R'(z)| \geq A\sigma(z), \quad z \in \mathcal{J}, \quad (2.1)$$

for some fixed $A > 1$. Then the identity

$$\frac{\sigma(R^n(z))(R^n)'(z)}{\sigma(z)} = \prod_{k=0}^{n-1} \frac{\sigma(R^{k+1}(z))}{\sigma(R^k(z))} R'(R^k(z))$$

shows that $\sigma(R^n(z))(R^n)'(z) \geq A^n\sigma(z)$ for all $n \geq 1$.

**Lemma 2.1.** Suppose $\infty \notin \mathcal{J}$. Then the following are equivalent.

1. $R$ is hyperbolic on $\mathcal{J}$.

2. There exist $a > 0$ and $A > 1$ such that $|(R^n)'| \geq aA^n$ on $\mathcal{J}$ for all $n \geq 1$.

3. There exists $m \geq 1$ such that $|(R^m)'| > 1$ on $\mathcal{J}$, that is, such that $R^m$ is expanding on $\mathcal{J}$ with respect to the euclidean metric.

**Proof.** To show (1) implies (2), set $a = \min \sigma/\max \sigma$ and apply the estimate preceding the lemma. Clearly (2) implies (3). If (3) holds, then

$$\sigma(z) = |R'(R^{m-2}(z))|^{1/m} |R'(R^{m-3}(z))|^{2/m} \cdots |R'(z)|^{1-1/m}$$

defines a metric for which $R$ is expanding. $\Box$

From condition (3) of the lemma, it is clear that if $R^n$ is hyperbolic on $\mathcal{J}$ for some $n$, then so is $R$, as are all iterates of $R$.

**Example.** $R(z) = z^{\pm d}$ is expanding on $\mathcal{J} = \{|z| = 1\}$, since $|R'(z)| = d$ on $\mathcal{J}$.

Note that if $R$ is hyperbolic on $\mathcal{J}$, there can be no critical points on $\mathcal{J}$. This rules out the case $\mathcal{J} = \overline{C}$, and it also rules out Siegel disks and Herman rings. Furthermore, $R$ can have no parabolic cycles, as
these have multipliers of unit modulus. Thus if \( R \) is hyperbolic on \( \mathcal{J} \),
all components of \( \mathcal{F} \) are iterated to attracting cycles. The converse
is also true.

**Theorem 2.2.** The rational function \( R \) is hyperbolic on \( \mathcal{J} \) if and
only if the closure of the postcritical set of \( R \) is disjoint from \( \mathcal{J} \).
This occurs if and only if every critical point belongs to \( \mathcal{F} \) and is
attracted to an attracting cycle.

**Proof.** Since the total multiplicity of the critical points is \( 2d - 2 \),
there are at least two critical points. If there are exactly two, then
each has multiplicity \( d - 1 \), and by placing these at 0 and \( \infty \), we see
that \( R \) is conjugate to \( z^d \) or \( z^{-d} \), hence hyperbolic.

We assume then that there are at least three critical points and
that \( \mathcal{CL} \cap \mathcal{J} = \emptyset \), so that each component of \( \mathcal{F} \) iterates to an
attracting cycle. Then \( D = \overline{\mathcal{C}} \setminus \mathcal{CL} \) is a hyperbolic domain, and all
branches of \( R^{-1} \) are analytically continuable along any path in \( D \).
Let \( f \) be a lift to the universal covering space \( D^\infty \cong \Delta \) of a locally
defined branch of \( R^{-1} \). Since the inverse iterates \( R^{-k}(\mathcal{CL}) \) are dense
in \( \mathcal{J} \), \( R^{-1}(\mathcal{CL}) \) includes points of \( D \), and these points are omitted
by any branch of \( R^{-1} \). Hence \( f \) is a strict contraction with respect to
the hyperbolic metric of \( D^\infty \), and branches of \( R^{-1} \) are locally strict
contractions with respect to the hyperbolic metric of \( D \). Thus \( R \) is
strictly expanding with respect to the hyperbolic metric on \( D \), and
\( R \) is hyperbolic on \( \mathcal{J} \). \( \square \)

**Theorem 2.3.** If \( R \) is hyperbolic, then \( \mathcal{J} \) has zero area.

**Proof.** Assume \( \infty \notin \mathcal{J} \). Let \( V \) be an open set containing \( \mathcal{J} \), invariant
under \( R^{-1} \), on which \( 1/R' \) and \( R'' \) are bounded, and on which
\( |(R^k)'| \geq a/c^k \) for some \( 0 < c < 1 \). If \( z \) and \( w \) lie in a disk in \( V \), and
if \( R^{-k} \) is any analytic branch on the disk, then

\[
|R^{-k}(z) - R^{-k}(w)| \leq \frac{1}{a} c^k |z - w|.
\]

Hence

\[
1 - \frac{R'(R^{-k}(z))}{R'(R^{-k}(w))} \leq C_0 |R^{-k}(z) - R^{-k}(w)| \leq C_1 c^k |z - w|.
\]
Using the chain rule, we obtain

\[
\frac{(R^{-n})'(w)}{(R^{-n})'(z)} = \prod_{k=0}^{n-1} \frac{R'(R^{-k}(z))}{R'(R^{-k}(w))} = \prod_{k=0}^{n-1} \left(1 + e^k|z - w| \mathcal{O}(1)\right)
\]

\[
= 1 + |z - w| \mathcal{O}(1),
\]

where the bounds are independent of \(z, w, n,\) and the branch of \(R^{-n}\). This shows that branches of \(R^{-n}\) are uniformly close to being affine on small disks.

Now fix \(\varepsilon > 0\) small, and note that disks \(\Delta(z, \varepsilon),\) with \(z \in \mathcal{J}\), have at least a fixed proportion (say \(\delta > 0\)) of their area in \(\mathcal{F}\). Let \(z_0 \in \mathcal{J}\). Choose \(n\) large, and set \(z_n = \mathcal{R}^n(z_0)\). Now \(R^{-n}(\Delta(z_n, \varepsilon))\) is approximately a disk with at least \(\delta/2\) of its area in \(\mathcal{F}\), and its diameter tends to 0 as \(n \to \infty\). Hence \(z_0\) cannot be a point of full area density of \(\mathcal{J}\). By the Lebesgue differentiation theorem, \(\mathcal{J}\) has zero area. □

It is conjectured that for rational maps either \(\mathcal{J}\) has zero area or \(\mathcal{J} = \overline{\mathbb{C}}\). There is a strong analogy with Kleinian groups, which was recognized early by Fatou (1906) and which is still not completely understood (see [Su2], [ErL]). The corresponding conjecture for Kleinian groups is that the limit set of a Kleinian group has zero area.

3. Subhyperbolicity

It is useful to consider a slightly weaker form of the notion of an expanding map. Assume \(\infty \notin \mathcal{J}\). Consider distances measured by \(\sigma(z) |dz|\) where \(\sigma \geq c > 0\), as above, and denote the corresponding distance function by \(d_\sigma(z_1, z_2)\). We allow \(\sigma\) to blow up at a finite number of exceptional points \(a_1, ..., a_q\) but assume

\[
\sigma(z) \leq \sum \frac{C}{|z - a_i|^{\beta}}
\]

for some \(\beta < 1\), so that \(d_\sigma(z, a_i) < \infty\). Under these conditions, we say \(\sigma\) is an admissible metric. Note that

\[
c|z - w| \leq d_\sigma(z, w) \leq C|z - w|^{1-\beta}
\]
for $z$ and $w$ near $J$. We call $R$ subhyperbolic if $R$ is expanding on $J$ for some admissible metric, that is, there is $A > 1$ such that (2.1) holds in a neighborhood of $J$.

If $R$ is expanding on a neighborhood of $J$ with respect to any metric (equivalent to the euclidean metric), then there are no neutral periodic points in $J$. Indeed any periodic point $z_0$ then has an open neighborhood that is mapped to a compact subset of itself by the appropriate power $R^{-m}$, and this implies $|(R^m)'(z_0)| > 1$. In the subhyperbolic case, there are further restrictions.

**Theorem 3.1.** Suppose $J \neq \bar{C}$. Then $R$ is subhyperbolic if and only if each critical point in $J$ has finite forward orbit, while each critical point in $F$ is attracted to an attracting cycle.

*Proof.* Suppose $R$ is subhyperbolic. The condition (2.1) shows that each critical value in $J$ is an exceptional point for the metric $\sigma$, as is any iterate of an exceptional point. Hence $CL \cap J$ is finite. By Theorem V.1.1, there are no rotation domains in $F$. By the remark preceding the theorem, there are no parabolic periodic points. We conclude that $F$ consists only of basins of attraction for attracting cycles.

For the converse, assume the condition on $CL$ holds. Then all the components of $F$ are associated with attracting cycles, and there is an open neighborhood $V$ of $J$ such that $R^{-1}(\bar{V}) \subset V$ and $V \cap CL \subset J$. We are assuming $\infty \notin J$. Let $\{a_1, \ldots, a_q\}$ be the critical values in $J$ and their successive iterates. We build an $N$-sheeted branched covering surface $W$ over $V$ branched over the $a_j$'s so that any branch of $R^{-1}$, defined locally from $W$ to $W$, can be continued analytically along any path in $W$. For this there should be $N/n(a_j)$ branch points over $a_j$, each of order $n(a_j)$. The integers $n(a_j)$ are chosen so that, if $a \in R^{-1}(a_j)$ and $\nu(a)$ is the order of $R$ at $a$, then $n(a_j)$ is an integral multiple of $n(a)\nu(a)$. A moment's reflection shows this is always possible, the key point being that the cycles in $CL \cap J$ contain no critical point or we would have a superattracting cycle. (If for instance there is only one critical point in $J$, of order $n$, take $W$ to be $n$-sheeted, with a single branch point of order $n$ over each $a_j$.)

The universal covering surface of $W$ is the open unit disk $\Delta$, by Theorem I.3.3. Any locally defined inverse branch of $R^{-1}$ on $W$ lifts to an analytic map of $\Delta$ onto a proper subset. Hence branches of $R^{-1}$
are locally strict contractions with respect to the hyperbolic metric of $W$.

Parametrize the $k$th sheet of $W$ by $z$ and express the hyperbolic metric there as $\rho_k(z)|dz|$. Define $\sigma(z) = \sum \rho_k(z)$. Then $\sigma$ is smooth except at the branch points, and $\sigma(z) \sim |z - a_j|^{-1 + 1/n(a_j)}$ near $a_j$. The branches of $R^{-1}$ are strictly contracting with respect to each $\rho_k(z)|dz|$, hence with respect to $\sigma(z)|dz|$, so $R$ is strictly expanding. \hfill \Box

The inverse $R^{-1}$ of $R$ remains strictly contracting with respect to any small perturbation of the hyperbolic metric on $W$. If we perturb $\rho$ to be a constant times $|dw|$ at branch points, where $w$ is the local coordinate satisfying $z - a_j = w^{\nu(a_j)}$, and then sum over sheets, we obtain an admissible metric $\sigma$ for which $R$ is strictly expanding, such that $\sigma$ is smooth away from the $a_j$'s, and $\sigma(z)$ is a constant multiple of $|z - a_j|^{-1 + 1/\nu(a_j)}$ near $a_j$.

**Example.** Consider $P(z) = z^2 + i$. Our metric should have singularities on the postcritical orbit $i \to i - 1 \to -i$. Define

$$\sigma(z) = \frac{1}{\sqrt{|z^2 + 1||z - (i - 1)|}},$$

so that $\sigma(P(z)) = |z|^{-1}|z^2 + 1|^{-1/2}|z^2 + 2i|^{-1/2}$. The inequality to be proved, $\sigma(P(z))|P'(z)| > A\sigma(z)$, can be simplified to $|z + (i - 1)| < 4/A^2$, which should hold for $z$ near $\mathcal{J}$. If $z \in \mathcal{J}$, then $|z| \leq \sqrt{3}$, and then $|z + (i - 1)| \leq \sqrt{3} + \sqrt{2} < 3.2$. So the inequality holds on $\mathcal{J}$ with $A = \sqrt{4/3.2} > 1.1$.

In Section VII.3 we extend the local affine estimate used in the proof of Theorem 2.3 to subhyperbolic maps. From this it follows that $\mathcal{J}$ has zero area also when $R$ is subhyperbolic.

### 4. Locally Connected Julia Sets

In this section we return to the case where $R = P$ is a polynomial of degree $d \geq 2$. Recall (Section III.4) that $A(\infty)$ is connected and $\mathcal{J} = \partial A(\infty)$. We are interested in determining when $\mathcal{J}$ is locally connected.
THEOREM 4.1. If the polynomial $P$ is subhyperbolic on $J$, and if $J$ is connected, then $J$ is locally connected.

Proof. Since $J$ is connected, $A(\infty)$ is simply connected. By Theorems 3.1 and III.4.1, $A(\infty)$ contains no (finite) critical points. The conjugation of $P$ to $\zeta^d$ at $\infty$ extends to an analytic map $\varphi : A(\infty) \to \{ |\zeta| > 1 \}$ satisfying $\varphi(P(z)) = \varphi(z)^d$. For fixed $R > 1$ we parametrize closed curves $\gamma_n$ by

$$
\gamma_n(e^{i\theta}) = \varphi^{-1}(R^{1/d^n} e^{i\theta}), \quad 0 \leq \theta \leq 2\pi, \ n \geq 1.
$$

The $\gamma_n$'s tend to $J$ as $n \to \infty$, and $P$ is a $d$-to-1 cover of $\gamma_{n+1}$ over $\gamma_n$. Let $\sigma$ be an admissible metric for which $P$ is strictly expanding near $J$. If $0 < c < 1$ is the contraction constant for $P^{-1}$ near $J$, then for $n$ large,

$$
d_\sigma(\gamma_n(e^{i\theta}), \gamma_{n+1}(e^{i\theta})) \leq cd_\sigma(P(\gamma_n(e^{i\theta})), P(\gamma_{n+1}(e^{i\theta})))
= cd_\sigma(\gamma_n(e^{i\theta d}), \gamma_n(e^{i\theta d})).
$$

This shows that $\gamma_n(e^{i\theta})$ converges uniformly as $n \to \infty$. The limit function maps the circle continuously onto $J$. Hence $J$ is locally connected, and in fact the conformal map $\varphi^{-1}$ extends to a continuous map of $\{ |\zeta| \geq 1 \}$ onto $A(\infty) \cup J$. □

THEOREM 4.2. Suppose $P$ is a polynomial with finite postcritical set, such that no finite critical point is periodic. Then the Julia set $J$ is a dendrite, that is, a compact, pathwise connected, locally connected, nowhere dense set that does not separate the plane.

Proof. No components for $F$ except $A(\infty)$ are possible, and Theorem 4.1 applies. □

EXAMPLE. If $P(z) = z^2 - 2$, then $0 \to -2 \to 2 \to 2 \to \cdots$, so the Julia set is a dendrite. In fact, we already know $J = [-2, 2]$. A more interesting case is $P(z) = z^2 + i$, where $0$ is iterated to a cycle of length two: $0 \to i \to i - 1 \to -i \to i - 1 \to \cdots$. See Figure 3.

A crucial ingredient of the proof of local connectedness is the existence of an expanding metric. When there are parabolic cycles, such a metric cannot exist in a full neighborhood of the Julia set. However, under certain conditions such metrics exist in the part of $A(\infty)$ bordering $J$. We follow Exposé No. X of [DH2].
For simplicity, suppose there is a parabolic fixed point $z_0 \in \mathcal{J}$ and that the forward iterates of each critical point either tend to an attracting cycle or to $z_0$ through an attracting petal. In view of the description in Section II.5 of the behavior of $P$ near a parabolic fixed point, we see that we can construct an open set $U$ containing $\mathcal{J}\{z_0\}$ such that $U$ is invariant under branches of $P^{-1}$, $U \cap A(\infty) = \Delta(0, R) \cap A(\infty)$ for some large $R$, and $U \cap \Delta(z_0, \varepsilon)$ is a finite union of narrow cusps terminating at $z_0$ and tangent to repelling directions. For $\varepsilon > 0$ sufficiently small, $P$ is expanding with respect to the euclidean metric $|dz|$ in each of these cusps, as can be seen from a simple calculation. Curves in $A(\infty)$ terminating at $z_0$ do not have finite length with respect to $d\rho_U$. To remedy this, we aim to modify $d\rho_U$ to be a multiple of $|dz|$ near $z_0$. This is done as follows.

Choose $M$ so large and $\varepsilon$ so small that $P(z)$ is expanding in a neighborhood of any point of $P^{-1}(\Delta(z_0, \varepsilon)) \cap U$ from the metric
$d\rho_U$ to the metric $M|dz|$. Set $V = P^{-1}(U)$, an open set containing $\mathcal{J}\setminus\{z_0\}$ on which $P$ is locally expanding with respect to $d\rho_U$. Define a metric $d\sigma(z)$ on $V$ by setting $d\sigma(z) = d\rho_U(z)$ on $V\setminus\Delta(z_0, \varepsilon)$ and $d\sigma(z) = \min\{d\rho_U(z), M|dz|\}$ on $V \cap \Delta(z_0, \varepsilon)$. The condition on $M$ guarantees that $P$ is locally expanding with respect to $\sigma$ on $V\setminus\Delta(z_0, \varepsilon)$. Since $P$ is expanding with respect to both $M|dz|$ and $d\rho_U$ in $V \cap \Delta(z_0, \varepsilon)$, it is expanding with respect to their minimum, hence it is locally expanding on $V$ with respect to $d\sigma$. Integrating along paths in $V$ and taking an infimum, we obtain a uniformly bounded metric $d\sigma(z, w)$ on $V$ for which $P$ is strictly expanding (though not uniformly expanding). Such a metric can also be constructed when there are several parabolic cycles, and even when there are critical points on $\mathcal{J}$ so long as they are strictly preperiodic, as in Section 3.

With such an expanding metric in hand, we obtain the following.

**Theorem 4.3.** Let $P$ be a polynomial with connected Julia set $\mathcal{J}$, such that each critical point of $P$ belonging to $\mathcal{J}$ is preperiodic. Then $\mathcal{J}$ is locally connected.

**Proof.** Assume for convenience there is only one parabolic point $z_0$, with $p$ invariant petals. Let $d\sigma(z)$ be as above. Let the curves $\gamma_n$ be as in the proof of Theorem 4.1, so that $P$ is a $\sigma$-expanding map of each $\gamma_n$ onto $\gamma_{n-1}$. Let $\alpha_n$ be the geodesic arc in $A(\infty)$ from $\gamma_n(e^{i\theta})$ to $\gamma_{n+1}(e^{i\theta})$, and for $1 \leq j < n$, set $\alpha_{n-j} = P^j(\alpha_n)$. Let $\varepsilon > 0$ be small. Suppose first that more than $3n/4$ of the $\alpha_j$'s meet $\Delta(z_0, \varepsilon)$. We arrange these in $k$ blocks of consecutive iterates, with $m_j$ arcs in the $j$th block. Then $k \leq n/4$ and $m_1 + \cdots + m_k \geq 3n/4$. Estimating with the aid of the Fatou coordinate for a repelling direction at $z_0$, we see that for any fixed $0 < \delta < 1/p$, the $\sigma$-length of $\alpha_i$ is magnified by a factor at least $O(m_j^{1+\delta})$ over the $j$th block. Thus the $\sigma$-length of $\alpha_n$ is at most $O((m_1 \cdots m_k)^{-(1+\delta)})$ times the $\sigma$-length of $\alpha_1$. Now $m_1 \cdots m_k$ is minimized, subject to the constraints $m_j \geq 1$ and $m_1 + \cdots + m_k$ fixed, when all the $m_j$'s except one are 1, with minimum $m_1 + \cdots + m_k - (k-1) \geq n/2$. Thus the $\sigma$-length of $\alpha_n$ is at most $O(n^{-(1+\delta)})$ times the length of $\alpha_1$. Suppose, on the other hand, that at least $n/4$ of the $\alpha_j$'s lie outside $\Delta(z_0, \varepsilon)$. On these $\alpha_j$'s, $P$ is uniformly expanding, so the $\sigma$-length of $\alpha_n$ is at most $C^{-n/4}$ times the length of $\alpha_1$, where $C > 1$ is an expansion constant. In any event we obtain $d\sigma(\gamma_{n+1}(e^{i\theta}), \gamma_n(e^{i\theta})) = O(n^{-(1+\delta)})$, the estimate being uniform in $\theta$. It follows that the curves $\gamma_n$ converge uniformly in
the $\sigma$-metric. Since $d_\sigma(z_n, w_n) \to 0$ implies $|z_n - w_n| \to 0$, the $\gamma_n$’s converge also uniformly in the euclidean metric, and the limit $J$ is locally connected. □

**Example.** Suppose the Fatou set of the polynomial $P$ consists of two completely invariant components $A(\infty)$ and $W$. Then all $d - 1$ finite critical points of $P$ belong to $W$, and the preceding theorem applies. The Riemann map from $\Delta$ to $A(\infty)$ extends to map $\partial \Delta$ continuously onto $J$. Since $J$ is adherent to $W$, the Riemann map must be one-to-one on $\partial \Delta$, and $J$ is a simple closed Jordan curve. This applies for instance to the polynomial $z^2 + 1/4$, which has a parabolic fixed point at $1/2$ with one attracting petal. The Julia set of $z^2 + 1/4$ is the cauliflower set in Section VIII.1, Figure 5.

Lest the impression be left that $J$ is always locally connected, we prove the following theorem of Douady and Sullivan (cf. [Su1]).

**Theorem 4.4.** Suppose the quadratic polynomial $P$ has an irrationally neutral fixed point that does not correspond to a Siegel disk. Then the Julia set $J$ is a connected but not locally connected set.

**Proof.** We use the result, proved in the next chapter (Theorem VI.1.2), that a polynomial of degree $d$ has at most $d - 1$ attracting or neutral cycles (not including $\infty$). In the case at hand, there are no other attracting or neutral cycles than the irrationally neutral fixed point, so that $\mathcal{F} = A(\infty)$. We use also the fact that $A(\infty)$ is simply connected. By Theorem III.4.1, this is equivalent to the boundedness of $CL$. This in turn follows from Theorem VIII.1.3, and it can also be established by a direct argument.

We assume $z = 0$ is the irrationally neutral fixed point. Let $\varphi$ be the conjugation of $P$ to $\zeta^2$ at $\infty$. Since $A(\infty)$ has no finite critical points, $\varphi$ extends to a conformal map of $A(\infty)$ onto $\{ |\zeta| > 1 \}$, whose inverse $\psi : \{ |\zeta| > 1 \} \to A(\infty)$ satisfies $P(\psi(\zeta)) = \psi(\zeta^2)$.

Suppose $\psi$ extends continuously to $\{ |\zeta| \geq 1 \}$. Then $\psi^{-1}(0)$ is a closed subset of the unit circle $\{ |\zeta| = 1 \}$ of zero length. Let $\eta > 0$ be small, and let $D_\eta$ denote the set of $z \in A(\infty)$ such that $z = \psi(\zeta)$ for some $\zeta \in \Delta$ satisfying $\text{dist}(\zeta, \psi^{-1}(0)) < \eta$. Evidently $D_\eta$ is open, and the continuity of $\psi$ shows that $\overline{D_\eta}$ shrinks to $\{0\}$ as $\eta$ decreases to 0. Thus we can assume that the branch $f$ of $P^{-1}$ satisfying $f(0) = 0$ is defined and analytic on a disk containing $D_\eta$. 
We claim that $D_\eta$ is invariant under $f$. Indeed, let $z_0 \in D_\eta$, and write $z_0 = \psi(\zeta_0)$. Choose $\xi_0$, $|\xi_0| = 1$, such that $\psi(\xi_0) = 0$ and $|\zeta_0 - \xi_0| < \eta$. Let $z_1 = f(z_0)$. Then $z_1 = \psi(\zeta_1)$, where $\zeta_1^2 = \zeta_0$, $\zeta_1 = \sqrt{\zeta_0}$. Set $\xi_1 = \sqrt{\xi_0}$, where we use the same branch of the square root. Since $\zeta_1$ and $\xi_1$ are approximately in the same direction, $|\zeta_1 + \xi_1| > 1$. Hence $|\zeta_1 - \xi_1| < |\zeta_1 - \xi_1||\zeta_1 + \xi_1| = |\zeta_1^2 - \xi_1^2| = |\zeta_0 - \xi_0| < \eta$. Also $P(\psi(\xi_1)) = \psi(\xi_1^2) = \psi(\xi_0) = 0$. Hence $\psi(\xi_1)$ is either 0 or $-\lambda$, and since $\xi_1$ is near $\zeta_1$ and $\psi(\zeta_1) = z_1$ is near 0, $\psi(\xi_1) = 0$. Thus $z_1 \in D_\eta$, and $D_\eta$ is invariant under $f$.

Now $D_\eta$ includes $A(\infty) \cap \{ |z| < \delta \}$ for some $\delta > 0$, by the uniform continuity of $\psi$. Thus if $z \in A(\infty), |z| < \delta$, then all iterates $f^m(z)$ are in $D_\eta$. Since $\mathcal{J} = \partial A(\infty)$ has no interior points and $\mathcal{F} = A(\infty), D_\eta$ is dense in $\{ |z| < \delta \}$. Thus by continuity, $f^m(z) \in \overline{D_\eta}$ for all $z, |z| < \delta$, and all $m \geq 1$. By Theorem II.6.2, $f$ can then be conjugated to a rotation, hence so can $P$, contrary to hypothesis. This contradiction shows that $\psi$ does not extend continuously to $\{ |\zeta| = 1 \}$. By Carathéodory’s theorem, $\mathcal{J} = \partial A(\infty)$ is not locally connected. □
VI
Applications of Quasiconformal Mappings

One of the basic ideas behind the use of quasiconformal mappings is to consider two dynamical systems acting in different parts of the plane and to construct a new system that combines the dynamics of both. This procedure is called quasiconformal surgery.

1. Polynomial-like Mappings

Let \( U_1 \) and \( U_2 \) be bounded, open, simply connected domains with smooth boundaries, such that \( \bar{U}_1 \subset U_2 \). Let \( f(z) \) be holomorphic on \( \bar{U}_1 \) and map \( U_1 \) onto \( U_2 \) with \( d \)-fold covering, so that \( f \) maps \( \partial U_1 \) onto \( \partial U_2 \), that is, \( f \) is proper. Following Douady and Hubbard (1985), we call the triple \((f; U_1, U_2)\) polynomial-like. This name is motivated by the following.

**Theorem 1.1.** If \((f; U_1, U_2)\) is polynomial-like of degree \( d \), then there are a polynomial \( P \) of degree \( d \) and a quasiconformal mapping \( \varphi \) with \( \varphi(z) = z + o(1) \) near \( \infty \), such that \( f = \varphi \circ P \circ \varphi^{-1} \) on \( U_1 \).

**Proof.** We construct a Beltrami coefficient (ellipse field) for \( \varphi \) as follows. Take \( \rho > 1 \). Let \( \Phi(z) \) map \( \mathbb{C} \setminus U_2 \) conformally to \( \{ |\zeta| > \rho^d \} \) with \( \Phi(\infty) = \infty \). We wish to extend \( \Phi \) to \( \mathbb{C} \setminus U_1 \) so that \( \Phi \) maps
$U_2 \setminus U_1$ one-to-one smoothly onto $\{ \rho < |\zeta| < \rho^d \}$, so that for $z \in \partial U_1$, 
$$\Phi(z)^d = \Phi(f(z)).$$

To do this, note that $f$ describes $\partial U_2$ $d$ times as $z$ runs through $\partial U_1$, so $\Phi$ can be defined on $\partial U_1$ and then extended arbitrarily in a smooth way to $U_2 \setminus U_1$. We define

$$g(z) = \begin{cases} f(z), & z \in U_1, \\ \Phi^{-1} \circ \Phi(z)^d, & z \in \mathbb{C} \setminus U_1. \end{cases}$$

Define an ellipse field by making it circles in $\mathbb{C} \setminus U_2$ and defining it to be $g$-invariant on 
$$\bigcup_{n=1}^{\infty} g^{-n}(\mathbb{C} \setminus U_2).$$

This can be done uniquely as the sets $g(U_2) \setminus U_2, U_2 \setminus U_1, g^{-1}(U_2 \setminus U_1), \ldots$, are disjoint, and each is mapped $d$-to-$1$ onto the preceding one by $g$. Furthermore, the circles are distorted only on the first iteration (inside $U_2 \setminus U_1$), since $g = f$ is analytic in $U_1$. The eccentricities of the ellipses do not change after the first iteration and so are uniformly bounded. Hence $|\mu| \leq k < 1$. We define $\mu \equiv 0$ on any remaining part of $\mathbb{C}$.

Let $\varphi$ solve the Beltrami equation corresponding to $\mu$. Then $P = \varphi \circ g \circ \varphi^{-1}$ maps infinitesimal circles to circles and is a $d$-to-$1$ mapping, hence a polynomial of degree $d$. Finally, $g = \varphi^{-1} \circ P \circ \varphi = f$ in $U_1$, as desired. \Box

We can use Theorem 1.1 to prove the statement used in the proof of Theorem V.4.4.

**Theorem 1.2 (Douady).** A polynomial $P$ of degree $d$ has at most $d - 1$ nonrepelling cycles in the finite plane.

**Proof.** Let $M$ be the set of points occurring in nonrepelling cycles. By Theorem III.2.7, $M$ is finite. Choose a polynomial $Q$ such that $Q(z) = 0$ for all $z \in M$, and $\sum \text{Re} \left( Q'(z_j)/P'(z_j) \right) < 0$ for all neutral cycles $\{z_1, \ldots, z_m\}$. To see that this is possible, note that $P'(z_j) \neq 0$ and that the conditions on $Q$ are linear, so the conditions can be satisfied if the degree of $Q$ is large enough. Suppose $\varepsilon > 0$ is small, and define $f = P + \varepsilon Q$. Then since $Q = 0$ on $M$, the nonrepelling
cycles of $P$ are also cycles of $f$, and they must be attracting, since for any neutral cycle for $P$,

$$
\sum \log |f'(z_j)| = \sum \log |P'(z_j)| + \sum \log \left| 1 + \varepsilon \frac{Q'(z_j)}{P'(z_j)} \right|
$$

$$
= 0 + \varepsilon \sum \text{Re} \left( \frac{Q'(z_j)}{P'(z_j)} \right) + \mathcal{O}(\varepsilon^2) < 0
$$

if $\varepsilon$ is small enough. Hence all nonrepelling cycles for $P$ are attracting for $f$.

Assume $P$ is monic, take $\rho$ large, and set $U_2 = \Delta(0, \rho^d)$, $U_1 = f^{-1}(U_2)$. If $\varepsilon$ is sufficiently small, then $f \sim P \sim z^d$ near $\{|z| = \rho\}$, so $f$ is a $d$-to-1 proper mapping from $U_1$ to $U_2$, and $(f; U_1, U_2)$ is polynomial-like. We can assume $M$ is included in $U_1$. By Theorem 1.1, $f$ is conjugate to a polynomial $S$ of degree $d$, and every attracting cycle for $f$ must be attracting for $S$. By Theorem III.2.2, a polynomial has at most $d - 1$ attracting cycles (not counting $\infty$). Thus $P$ had at most $d - 1$ nonrepelling cycles. \( \square \)

Since $\infty$ is an attracting fixed point of order $d - 1$, Douady’s theorem above is the same as Shishikura’s theorem mentioned in Section III.2 in the case of a polynomial.

**Example.** Suppose $P$ is a quadratic polynomial that has a cycle corresponding to a Siegel disk, $U_1 \to U_2 \to \cdots \to U_m \to U_1 \to \cdots$. The components of $\mathcal{F}$ in the cycle are mapped one-to-one onto themselves by $P$. Each $U_j$ in the cycle is the image of $U_{j-1}$ and one other bounded component $V_j$ of $\mathcal{F}$. Each $V_j$ has two distinct preimage components, each of these has two further distinct preimage components, and so on, so that the inverse images of each $V_j$ form a tree. By Theorem 1.2, there are no attracting or neutral cycles other than the Siegel cycle (and $\infty$). From the classification theorem, we conclude that each bounded component of $\mathcal{F}$ is eventually iterated by $P$ to the Siegel cycle.

2. Quasicircles

A Jordan curve $\Gamma$ is called a *quasicircle* if it is the image of a circle under a quasiconformal homeomorphism of the sphere. Quasicircles can be geometrically characterized by the “three-point property”:
there is an $M > 0$ such that if $z_1, z_2, z_3 \in \Gamma$ and $z_2$ is on the “shorter” arc between $z_1$ and $z_3$, then $|z_1 - z_2| + |z_2 - z_3| \leq C|z_1 - z_3|$. See [A2].

**Theorem 2.1 (Sullivan).** Suppose that the Fatou set of a rational function $R$ has exactly two components and that $R$ is hyperbolic on the Julia set $J$. Then $J$ is a quasicircle.

**Proof.** The proof is very similar to that of Theorem 1.1 (see also the proof of Theorem VII.5.1). Suppose the two components are $D_1$ and $D_2$. By considering $R^2$ if necessary, we may assume each component is completely invariant. They are simply connected, by Theorem IV.1.1. In $D_1$ construct a curve $\gamma_2$ with no critical points in the annular domain between $\gamma_2$ and $J$. Let $\gamma_1 = R^{-1}(\gamma_2)$. Since $R$ is hyperbolic we can assume that $\gamma_2$ lies between $\gamma_1$ and $J$. The domain between $\gamma_1$ and $J$ corresponds to $U_1$, the domain between $\gamma_2$ and $J$ to $U_2$. As before, we construct $g_1$ in $D_1$ and the analogous Beltrami coefficient on $D_1$. We do the same in $D_2$. We set $\mu = 0$ elsewhere and solve the Beltrami equation for $\varphi$. Again $R_0 = \varphi \circ g \circ \varphi^{-1}$ is analytic, and $\deg R_0 = \deg R = d$. Evidently $R_0$ has critical points of order $d - 1$ at two points, since $g_1$ and $g_2$ do, and hence is equivalent to $z^d$. Thus $J$ is the image of the circle $\{|z| = 1\}$ under $\varphi$ composed with a Möbius transformation. □
EXAMPLE. Suppose $P$ is a quadratic polynomial with an attracting fixed point. By Theorem III.2.2 the immediate basin of attraction $A^*$ of the fixed point contains the critical point, so $P$ maps $A^*$ two-to-one onto itself, and $A^*$ is completely invariant, as is $A(\infty)$. By Theorem V.1.3 these are the only components of $\mathcal{F}$. Furthermore, $P$ is hyperbolic on $\mathcal{J}$, by Theorem V.2.1. Thus Theorem 2.1 applies, and $\mathcal{J}$ is a quasicircle. An example is shown in Figure 1. This picture was produced by iterating $P$ and coloring black those points $z$ for which $|P^n(z)| \leq 4$ for $n = 1, 2, \ldots, 100$.

3. Herman Rings

The first examples of Herman rings were produced by M. Herman (1984), who based their existence on Arnold’s theorem (Theorem II.7.2). For $a > 1$ real, consider

$$R(z) = e^{2\pi i \theta} z^2 (z - a)/(1 - az).$$

It is an orientation-preserving homeomorphism of the unit circle, and it is uniformly close to the rotation $z \to e^{2\pi i \theta} z$ for large $a$. Now the rotation number of $R$ moves continuously with $a$ and $\theta$, it is increasing in $\theta$, and it converges uniformly to $\theta \pmod{1}$ as $a \to +\infty$. For a fixed Diophantine number $\alpha$, we can therefore find $\theta = \theta(\alpha)$ so that $R$ has rotation number $\alpha$. Moreover $\theta(\alpha) \to \alpha$ as $a \to \infty$. Hence for large $a$ we have $R(z) = e^{2\pi i \alpha} z \Phi(z)$ where $\Phi$ is arbitrarily close to 1. The hypotheses of Theorem II.7.2 are met, and $R$ is conjugate to a rotation in some annulus containing the unit circle. The circle is contained in a fixed component $U$ of the Fatou set, and $U$ cannot be attracting or parabolic (since the circle is invariant) nor a Siegel disk (since 0 and $\infty$ are attracting). Thus $U$ must be a Herman ring. Actually, from the global version of Arnold’s theorem we obtain a Herman ring for any $a > 1$ and any $\theta$ such that $R$ has a Diophantine rotation number. If for instance $a = 4$, the finite critical points of $R$ are the roots of $z(z^2 - (19/8)z + 1)$, which are $r_1 = 0$, $r_2 \approx 0.547$, and $r_3 \approx 1.828$. The first is superattracting, so by Theorem V.1.1, $\partial U$ must be contained in the closure of the iterates of the second and third. Figure 2 shows 20,000 iterates of each critical point for a randomly chosen value $\theta = 0.5431245$.

We give a second proof of the existence of Herman rings, due to
M. Shishikura (1987), which transforms a Siegel disk into a Herman ring with the same rotation number.

**Theorem 3.1.** Suppose a rational function $R$ has a Siegel disk, on which $R$ is conjugate to multiplication by $\lambda = e^{2\pi i \theta}$. Then there exists another rational function with a Herman ring, on which it is conjugate to multiplication by the same multiplier $\lambda$.

**Proof.** Let $U$ denote the Siegel disk of $R$, say with center 0, and let $\tilde{R}(z) = \bar{R}(\bar{z})$. Then $\tilde{R}$ has a Siegel disk $\tilde{U}$ with multiplier $e^{-2\pi i \theta}$ at 0. Thus $U$ and $\tilde{U}$ are conformally equivalent to the unit disk, and $R$ and $\tilde{R}$ act there by multiplication by $e^{2\pi i \theta}$ and $e^{-2\pi i \theta}$, respectively. For $0 < r, \tilde{r} < 1$ let $\gamma \subset U$ correspond to a circle $\{ |\zeta| = r \}$ via the conjugating map, and let $\tilde{\gamma}$ be an analogous curve in $\tilde{U}$ corresponding to $\tilde{r}$. Define an orientation-reversing homeomorphism $\psi$ from an annular neighborhood of $\gamma$ to an annular neighborhood of $\tilde{\gamma}$ so that $\psi$ in $z$-coordinates corresponds to the map $\zeta \rightarrow r\tilde{r}/\zeta$ in $\zeta$-coordinates. Then $\psi(\gamma) = \tilde{\gamma}$, and $\psi(R(z)) = \tilde{R}(\psi(z))$ for $z \in \gamma$.

Extend $\psi$ to a diffeomorphism from the domain inside $\gamma$ onto the domain outside $\tilde{\gamma}$. We may assume $\psi(0) = \infty$ and that $\psi$ is analytic in a neighborhood of 0. Define a smooth function $g$ on $\overline{C}$ by setting $g = R$ outside $\gamma$ and $g = \psi^{-1} \circ \tilde{R} \circ \psi$ inside $\gamma$. These definitions coincide near $\gamma$, so that $g$ is analytic outside a compact subset of $U$. Let $E$ be the ellipse field which is circles outside $\gamma$ and
which is mapped to circles by $\psi$ inside $\gamma$. Since $R$ and $\tilde{R}$ are analytic, this field is invariant under $g$.

Let $\varphi$ solve the Beltrami equation and observe that $R_0 = \varphi \circ g \circ \varphi^{-1}$ is rational (of degree $2d$). Let $A$ be the annulus that is the part of $U$ outside $\gamma$, and let $W = \varphi(A)$. Since $g$ maps $A$ onto itself, $R_0(W) = W$, and $W$ is part of a component of $\mathcal{F}(R_0)$. This component is either a Siegel disk or a Herman ring. The first is impossible. Indeed $R^n_0$ cannot be normal in either complementary component of $W$, since $R^n$ and $\tilde{R}^n$ are not normal outside $U$ and $\tilde{U}$, respectively. Since the action of $R_0$ on $\varphi(\gamma)$ is conjugate to the action of $R$ on $\gamma$, and the rotation number of $R$ on $\gamma$ is $\theta$, the rotation number of $R_0$ on $\varphi(\gamma)$ is also $\theta$, and $R_0$ must be conjugate to multiplication by $e^{2\pi i \theta}$ on the Herman ring. □

4. Counting Herman Rings

By means of quasiconformal surgery, Shishikura showed there are at most $d - 2$ Herman rings, and this bound is sharp. Here we are concerned only with showing that the number of Herman rings is finite.

**Theorem 4.1.** The number of cycles of Herman rings of a rational function of degree $d$ is at most $4d + 2$.

**Proof.** The proof is by counting parameters. The number of independent quasiconformal deformations of the system to nonconjugate systems cannot exceed the number of parameters describing the conjugacy classes. The line of argument is due to Sullivan (cf. [Do3]), and it is similar to that used in Theorem IV.1.3.

Let $U$ be a Herman ring, and let $E$ be a compact invariant subset of $U$ which is conformally equivalent to the annulus $\{1 \leq \zeta \leq R\}$. Consider the function $\nu$ on $E$ which in $\zeta$-coordinates is given by $\zeta^2/|\zeta|^2$. For $0 < t < 1$ the ellipse field corresponding to the Beltrami coefficient $t\nu$ is invariant under rotation and has major axis parallel to the direction of rotation. One can argue geometrically that any solution of the Beltrami equation increases the modulus of the annulus. This can also be seen by noting that a solution in $\zeta$-coordinates is given explicitly on the annulus by $|\zeta|^{2t/(1-t)}\zeta$.

Consider $N$ such annuli $U_1, \ldots, U_N$ from different cycles of Herman
rings. Define $E_j$ and $\nu_j$ as above, and for $t \in \mathbf{R}^N$ satisfying $0 < t_j < 1$, $1 \leq j \leq N$, define the Beltrami coefficient $\mu_t$ to be $t_j \nu_j$ on $E_j$ as above. Extend $\mu_t$ to the inverse iterates of the $E_j$'s so that the corresponding ellipse field is invariant, and set $\mu_t = 0$ elsewhere. We place $\infty$ in $U_1 \setminus E_1$, and then $\mu_t$ has compact support in $\mathbf{C}$. (This was our sole purpose in introducing $E$ above.) Let $f_t$ be the normalized solution of the Beltrami equation. Then $R_t = f_t \circ R \circ f_t^{-1}$ is rational of degree $d$, and $R_t$ moves continuously with the parameter $t$. Each $f_t(U_j)$ is a Herman ring for $R_t$, for which the modulus is a strictly increasing function of $t_j$. Thus there is an open set $W$ in the positive unit cube in $\mathbf{R}^N$ such that the rational functions $R_t$, $t \in W$, are all distinct. We parametrize the rational functions by $2d + 1$ complex parameters (coefficients of polynomials), and we obtain a continuous one-to-one map of $W$ into $\mathbf{C}^{2d+1} \cong \mathbf{R}^{4d+2}$. Since topological maps cannot lower dimension ([HuW]), we obtain $N \leq 4d + 2$. □

5. A Quasiconformal Surgical Procedure

In some circumstances, quasiconformal surgery can be used to convert attracting fixed points to superattracting.

**Theorem 5.1.** Let $U$ be a simply connected component of the Fatou set $\mathcal{F}$ that contains an attracting fixed point, on which $R$ is $m$-to-1. Then there are a rational function $R_0$, a quasiconformal homeomorphism $\psi$ of $\overline{\mathbf{C}}$, and a compact subset $E$ of $U$, such that $\psi$ is analytic on $U \setminus E$, $\psi$ is analytic on all components of $\mathcal{F}$ not iterated to $U$, $\psi \circ R \circ \psi^{-1} = R_0$ on $\psi(U \setminus E)$, and $R_0$ on $\psi(U)$ is conjugate to $\zeta^m$ on $\Delta$.

**Proof.** Let $\gamma_2$ be a smooth simple closed Jordan curve in $U$ surrounding the critical points of $R$, such that $\gamma_1 = R^{-1}(\gamma_2)$ is a Jordan curve between $\gamma_2$ and $\partial U$, mapped $m$-to-1 onto $\gamma_2$ by $R$. Fix $\rho > 0$. Define $h$ to be the conformal map of the inside of $\gamma_2$ onto the disk $\{ |\zeta| < \rho^m \}$ sending $w_0$ to 0, and extend $h$ smoothly to map the annular region between $\gamma_1$ and $\gamma_2$ homeomorphically to the annulus $\{ \rho^m < |\zeta| < \rho \}$, so that $h(z)^m = h(R(z))$ for $z \in \gamma_1$. Define $g(z)$ to be $h^{-1}(h(z)^m)$ inside $\gamma_1$, and set $g(z) = R(z)$ elsewhere in $\overline{\mathbf{C}}$. Thus $g$ combines the dynamics of $R$ outside $\gamma_1$ and of $h^{-1} \circ h^m \sim \zeta^m$ inside $\gamma_2$, as in the proof of Theorem VI.2.1.
Define an ellipse field to be circles on the part of $U$ outside $\gamma_1$, and extend it to $\overline{C}$ to be $g$-invariant and to be circles outside $\cup R^{-n}(U)$. Let $\psi$ be the solution of the corresponding Beltrami equation. Then $R_0 = \psi \circ g \circ \psi^{-1}$ is a rational function, which has the same dynamics as $g$. Thus $R_0$ is $m$-to-1 on $\psi(U)$ and has a superattracting fixed point as its only critical point in $\psi(U)$, so $R_0$ is conjugate to $\zeta^m$. □

Note that the Julia set of $R_0$ is the $\psi$-image of the Julia set of $R$, and the dynamics of $R_0$ outside $\psi(U)$ are the same as those of $R$ outside $U$. We are now in a position to extend Theorem V.4.3 to cover attracting fixed points.

**Theorem 5.2.** Suppose that each critical point of $R$ on $\mathcal{J}$ is strictly preperiodic. If $U$ is a simply connected component of $\mathcal{F}$ that has an attracting periodic point, then $\partial U$ is locally connected.

*Proof.* We may assume $U$ has a fixed point and $R$ is an $m$-to-1 branched cover of $U$ over itself. Replacing $R$ by the rational function $R_0$ of the preceding theorem, we may also assume that $R$ on $U$ is conjugate to $\zeta^m$ on $\Delta$. Then we define the curves $\gamma_n$ in $U$ exactly as in the proof of Theorem V.4.1, so that $R$ is an $m$-fold cover of $\gamma_{n+1}$ over $\gamma_n$. As in Theorem V.4.3, we have a bounded metric on the part of $U$ near $\mathcal{J}$ for which $R$ is expanding. Now the proof of Theorem V.4.3 goes through unaltered. □

**Theorem 5.3.** If there are two completely invariant components of the Fatou set, at least one of which has an attracting fixed point, then the Julia set $\mathcal{J}$ is a simple closed Jordan curve.

*Proof.* In this case, $\mathcal{J}$ is adherent to each component of $\mathcal{F}$, so $\mathcal{J}$ is connected. Since $\mathcal{F}$ contains all the critical points of $R$, Theorem 5.2 applies, and $\mathcal{J}$ is locally connected. The Riemann map from $\Delta$ to either component of $\mathcal{F}$ extends continuously to $\overline{\Delta}$ and is easily seen to be one-to-one on $\partial \Delta$. □

**Example.** For $0 < b < 1$, the Julia set of $z/(z^2 - bz + 1)$ is a simple closed Jordan curve (see the example in Section V.1).

When $d = 2$, the hypothesis of the existence of an attracting fixed point in Theorem 5.3 is superfluous. In fact, if $R$ is a rational func-
tion of degree $d = 2$, then $R$ has at most one parabolic fixed point (parabolic fixed points are of multiplicity $\geq 2$). So if $\mathcal{F}$ has two completely invariant parabolic components, then they share the same fixed point, with two attracting petals, the fixed point has multiplicity three, and there can be no other fixed points. Now we claim that if $R$ has degree $d = 2$ and a single fixed point in $\overline{\mathbb{C}}$ (necessarily of multiplicity three), then $R$ is conjugate to $z/(z^2 + 1)$, and consequently (Section V.1) the Julia set $J$ of $R$ is a circle in the extended plane. To see this, we place the fixed point at $z = 0$ and its other preimage at $\infty$, so we have conjugated $R$ to the form $z/(az^2 - bz + c)$. Since the fixed point is parabolic, $c = 1$. If we place a critical point at $z = 1$, we obtain $a = 1$. Since $z/(z^2 - bz + 1)$ has a fixed point at $z = b$, we have also $b = 0$.

Example. The disguised Blaschke product $(3z^2 + 1)/(z^2 + 3)$ is conjugate to $z/(z^2 + 1)$, as it has only the one parabolic fixed point at $z = 1$. 
VII
Local Geometry of the Fatou Set

We focus on components of the Fatou set that are simply connected, and we study the geometry and dynamics near the boundary.

1. Invariant Spirals

We know by Theorem III.3.1 that repelling periodic points are dense in the Julia set $\mathcal{J}$. Let $z_0$ be such a repelling periodic point, with multiplier $\lambda = (R^m)'(z_0)$. Locally $R^m(z)$ behaves like $z - z_0 \to \lambda(z - z_0)$ near $z_0$, and this seems to indicate that the Fatou set of $R$ contains a logarithmic spiral with endpoint at $z_0$. We can then conclude that $\mathcal{J}$ has a very complicated structure as soon as $\arg(R^m)'(z_0)$ is generically irrational.

We may assume that $z_0$ is a repelling fixed point, and we assume also that $z_0$ is on the boundary of an invariant component $U$ of the Fatou set $\mathcal{F}$. We wish to construct curves in $U$ terminating at $z_0$. Our strategy is as follows. Let $g$ be the branch of $R^{-1}$ fixing $z_0$, and denote $\Delta_\varepsilon = \{|z - z_0| < \varepsilon\}$. For $\varepsilon$ small, $g$ is a contraction mapping of $\Delta_\varepsilon$, with multiplier $1/\lambda$ at its attracting fixed point $z_0$. Let $w_0 \in U \cap \Delta_\varepsilon$ be near $z_0$. At issue is whether some iterate $w_n = g^n(w_0)$ lies in the same component of $U \cap \Delta_\varepsilon$ as $w_0$. If so, we join $w_0$ to $w_n$ by an arc $\gamma_0$ in $U \cap \Delta_\varepsilon$, and the union of the images of $\gamma_0$ under $g^{jn}$, $j \geq 0$, 
forms a curve $\gamma$ in $U \cap \Delta_\varepsilon$ terminating at $z_0$. The curve $\gamma$ is invariant under $g^n$, and $R^n(\gamma) \supset \gamma$.

Suppose there are finitely many connected components $U_1, \ldots, U_m$ of $U \cap \Delta_\varepsilon$ that fill out a neighborhood of $z_0$ in $U$, that is, that include all points of $U \cap \Delta_\rho$ for $\rho > 0$ sufficiently small. We may assume that each $U_j$ contains $z_0$ on its boundary. Evidently each $g(U_j)$ is either a subset of some $U_k$ or disjoint from $U$. If $z \in U_k$ is near $z_0$, then $w = R(z)$ belongs to some $U_j$, and $g(U_j) \subset U_k$. In view of the finiteness assumption, $g$ thus determines a permutation of the $U_j$'s, and consequently some iterate $g^n$ leaves invariant each $U_j$. Now the argument in the preceding paragraph shows that every $w_0 \in U \cap \Delta_\rho$ can be joined to $z_0$ by a curve $\gamma$ in $U \cap \Delta_\varepsilon$ satisfying $R^n(\gamma) \supset \gamma$.

With more effort, we establish the following.

**Theorem 1.1.** Let $U$ be a simply connected and completely invariant component of the Fatou set $F$, and let $z_0 \in \partial U$ be a repelling fixed point of $R$. Then there exists $n \geq 1$ such that any $w_0 \in U$ sufficiently close to $z_0$ can be joined to $z_0$ by a curve $\gamma$ in $U$ satisfying $R^n(\gamma) \supset \gamma$.

**Proof.** We continue with the notation introduced above. The complete invariance of $U$ guarantees that $g$ maps $U \cap \Delta_\varepsilon$ into itself. Fix $w_0 \in U \cap \Delta_\varepsilon$, and define $w_j = g^j(w_0)$.

Fix a point $b \in U, b \not\in \Delta_\varepsilon$, and consider Green's function $G(z, b) = G(z)$. In terms of the conformal map $\psi(\zeta) = z$ of the open unit disk $\Delta$ onto $U$, $\psi(0) = b$, we have $G(z) = \log |\psi(\zeta)|$. Now $B = \psi^{-1} \circ R \circ \psi$ is a $d$-sheeted covering of $\Delta$ over $\Delta$, hence a Blaschke product of degree $d$. If $\rho < 1$ is such that $B(\zeta)$ has no zeros for $\rho \leq |\zeta| \leq 1$, then, for $c > 0$ sufficiently small, $\log |\zeta| \leq c \log |B(\zeta)|$ on the boundary of the annulus and hence on the entire annulus. In terms of Green's function for $U$, this becomes

$$G(z) \geq c G(R(z)), \quad z \in U, \ z \text{ near } \partial U.$$

Iterating this, we obtain $G(w_j) \geq c^j G(w_0)$. We also choose $c_0 > 0$ so small that $G(z, w_0) \geq c_0 G(z, b)$ on a small circle centered at $b$. By the maximum principle, the estimate persists for all $z \in U$ outside the circle, and we obtain

$$G(w_j, w_0) \geq c_0 c^j G(w_0). \quad (1.1)$$

Now suppose the points $w_j$ all lie in different components of $U \cap \Delta_\varepsilon$. Note that $|w_j - z_0| \leq C|\lambda|^{-j}$ for some $C > 0$. Let $\gamma_j$ be the geodesic
curve from \( w_0 \) to \( w_j \), for which we have the estimate of Theorem I.4.4. Fix \( N \) large. For \( C|\lambda|^{-N} < r < \varepsilon \) and \( j > N \), let \( \delta_j(r) \) be the distance to \( \partial U \) of the point where \( \gamma_j \) meets the circle \( \{|z - z_0| = r\} \) for the last time. The \( \gamma_j \)'s must pass through different arcs of \( U \cap \{|z - z_0| = r\} \), or else we could join some \( w_j \) to \( w_k \) by an arc in \( U \cap \Delta_\varepsilon \). Thus

\[
\sum_{j=N+1}^{N+p} \delta_j(r) \leq 2\pi r,
\]

and by the Cauchy–Schwarz inequality,

\[
p^2 \leq \left( \sum_{j=N+1}^{N+p} \delta_j(r) \right) \left( \sum_{j=N+1}^{N+p} \frac{1}{\delta_j(r)} \right) \leq 2\pi r \sum_{j=N+1}^{N+p} \frac{1}{\delta_j(r)}.
\]

Hence

\[
\sum_{j=N+1}^{N+p} \int_{\gamma_j} \frac{|dz|}{\delta_j(|z|)} \geq \frac{p^2}{2\pi} \int_{|\lambda|^{-N}}^\varepsilon \frac{dr}{r} \geq c_1 Np^2.
\]

The integral over one of the curves \( \gamma_j \) must exceed \( c_1 Np \). If we take \( p = N \), choose such a \( \gamma_j \), and use the estimate of Theorem I.4.4, we obtain for this \( j \) the estimate

\[
G(w_j, w_0) \leq 3 \exp(-c_1 N^2/2).
\]

(1.2)

On the other hand, from (1.1) and \( j \leq 2N \) we have \( G(w_j, w_0) \geq c_0 c^{2N} G(w_0) \), and this contradicts (1.2) for \( N \) large.

Hence for some \( N < j < j + n \leq 2N \), \( w_j \) can be joined to \( w_{j+n} \) by an arc in \( U \cap \Delta_\varepsilon \). The union of the images of the arc under iterates of \( g^n \) forms a curve in \( U \cap \Delta_\varepsilon \) starting at \( w_j \) and terminating at \( z_0 \). The image \( \gamma \) of this curve under \( R^j \) starts at \( w_0 \), terminates at \( z_0 \), and satisfies \( R^n(\gamma) \supset \gamma \).

It remains to show that \( n \) can be chosen independent of \( w_0 \), and this part of the argument is topological. Replacing \( R \) by an iterate, we can assume there is already a path \( \beta \) in \( U \cap \Delta_\varepsilon \) terminating at \( z_0 \) and satisfying \( g(\beta) \subset \beta \). We repeat the above discussion, and we want to show that \( w_j \) and \( w_{j+1} \) lie in the same component of \( U \cap \Delta_\varepsilon \) for some \( j \), since then we obtain \( \gamma \) satisfying \( R(\gamma) \supset \gamma \). We assume that the points \( w_{j+k} \) are in different components of \( U \cap \Delta_\varepsilon \) for \( 0 \leq k < n \). We can also assume that these are different from the component containing \( \beta \), which is invariant under \( g \). Let \( \beta_0 \) denote the path constructed above, from \( w_j \) through \( w_{j+n} \) to \( z_0 \), and let
$\beta_k = g^k(\beta)$. The paths $\beta, \beta_0, \ldots, \beta_{n-1}$ have a circular ordering, which is the ordering of the last points where the paths cross a fixed small circle \{|z - z_0| = r\}. This ordering is independent of $r$, and it is preserved by $g$. Since the curve $\beta$ is fixed by $g$, and since the others are permuted, in fact the others must be fixed also. Thus $w_{j+1} = g(w_j)$ lies in the same component as $w_j$, as required. □

Simple examples show we cannot take $n = 1$ in Theorem 1.1. Consider $R(z) = z^2 - 2$, which has Julia set $\mathcal{J} = [-2, 2]$. The repelling fixed point $-1$, with multiplier $-2$, is accessible from each side of $\mathcal{J}$ by paths in $\mathcal{F}$ satisfying $R^2(\gamma) \supset \gamma$ but by no path satisfying $R(\gamma) \supset \gamma$. However, there is an analogous result for rationally neutral fixed points, and here we can take $n = 1$.

**Theorem 1.2.** Let $z_0$ be a parabolic fixed point of $R$ with multiplier $R'(z_0) = 1$. Let $U$ be a simply connected and completely invariant component of $\mathcal{F}$ with $z_0 \in \partial U$ and $U$ not an attracting petal for $z_0$. Then if $w_0 \in U$ is sufficiently close to $z_0$, there exists a curve $\gamma \subset U$ joining $z_0$ to $w_0$, such that $R(\gamma) \supset \gamma$.

**Proof.** The proof of Theorem 1.1 carries through with minor modifications. In this case, $U$ is included in a cusp at $z_0$, and the discussion of the Fatou coordinate, applied to $g$, shows for $\varepsilon$ small that $g$ maps $U \cap \Delta_\varepsilon$ into itself. Moreover, $|w_k - z_0| \sim 1/k^{1/m}$, where $m$ is the number of petals at $z_0$. This time $\gamma_j$ satisfies

$$\int_{\gamma_j} \frac{|dz|}{\delta_j(|z|)} \geq \frac{N}{2\pi} \int_{CN^{-1/m}}^{\varepsilon} \frac{dr}{r} \geq c_2 N \log N + c_3 N + c_4,$$

where $c_2 > 0$. As before, the estimate of Theorem 1.4.4 leads to a contradiction for large $N$.

Again we obtain a curve $\gamma$ in $U \cap \Delta_\varepsilon$ joining $w_j$ to $w_k$ for some $k > j$. Consider the Fatou coordinate function $\varphi$ for $g$, which conjugates $g$ to translation by 1. The curve $\varphi(\gamma)$ goes from $\varphi(w_j)$ to $\varphi(w_j) + k - j$, while $\varphi(g(\gamma))$ is the translate of $\varphi(\gamma)$ by 1. If $k - j \geq 2$, the curve must intersect its translate, and we find a curve from $w_j$ to $w_{j+1}$ in $U \cap \Delta_\varepsilon$. As before the various iterates generate a curve from $w_0$ to $z_0$, this time satisfying $R(\gamma) \supset \gamma$. □

Theorems 1.1 and 1.2 were proved in [Ca2]. The proof methods are related to those of the Ahlfors–Carleman–Denjoy theorem.
(see [Beu], [Fu]). A.E. Eremenko and G.M. Levin (1989) have obtained invariant curves in $U$ terminating at repelling fixed points, without the hypothesis of simple connectivity. They treat polynomials, with $U = A(\infty)$, and they apply the subharmonic version of the Ahlfors–Carleman–Denjoy theorem to the composition of the inverse of Koenigs’ coordinate function (an entire function of finite order; see Section II.3) and Green’s function.

2. Repelling Arms

Let $U$ be an invariant, simply connected component of the Fatou set $F$, and let $z_0 \in \partial U$ be a fixed point of $R(z)$. Let $V$ be an open subset of $U$, and suppose there is a conformal map $\zeta = \varphi(z)$ of $V$ into a horizontal strip $S = \{a < \text{Im} \zeta < b\}$ whose image includes a left half-strip $\{\zeta \in S : \text{Re} \zeta < -C\}$, such that $z \to z_0$ as $\text{Re} \zeta \to -\infty$ with $\text{Im} \zeta$ fixed; $z \to J$ as $\text{Im} \zeta \to a$ or $\text{Im} \zeta \to b$; and $\varphi$ conjugates $R$ to the translation $\zeta \to \zeta + 1$,

$$\varphi(R(z)) = \varphi(z) + 1, \quad z \in V, \ R(z) \in V.$$

In this situation, we say that $V$ is a repelling arm of $F$ terminating at $z_0$. The quotient space $V/R$ is conformally equivalent to an annulus with modulus $b - a$, so that the height of the strip is uniquely determined. The coordinate $\varphi$ is unique, up to a translation. Applying Lemma IV.2.4 to $R^{-1}$, we see that the fixed point $z_0$ is either a repelling fixed point or a parabolic fixed point with multiplier 1. If $z_0$ is parabolic, then $V$ approaches $z_0$ through a gap between consecutive attracting petals.

A periodic repelling arm terminating at a periodic point is defined in the obvious way. The topological argument at the end of the proof of Theorem 1.1 shows that periodic repelling arms terminating at the same point have the same period. Moreover, if the fixed point is parabolic, and if a cycle of periodic repelling arms terminates at the fixed point through the same cusp, then in fact the cycle consists of only one repelling arm.

Example. Let $B(z)$ be a finite Blaschke product of degree $d \geq 2$ whose Julia set coincides with the entire unit circle $\partial \Delta$, and suppose $z_0 \in \partial \Delta$ is a repelling fixed point of $B$. Let $\tau$ be Koenigs’ coordinate function at $z_0$, so that $\tau(z_0) = 0$, and $\tau(B(z)) = \lambda \tau(z)$ in a neigh-
borhood of $z_0$. Since $\arg B(z)$ is increasing around $\partial \Delta$, the multiplier $\lambda$ is positive, $\lambda > 1$. Since $B$ leaves $\partial \Delta$ invariant, we can assume $\tau$ maps $\Delta$ to the lower half-plane. Then

$$\varphi(z) = \frac{\log \tau(z)}{\log \lambda} \quad \text{(principal branch)}$$

coordinatizes two repelling arms terminating at $z_0$, one in $\Delta$ and the other in $\mathbb{C} \setminus \overline{\Delta}$, each mapped to a half-strip of height $\pi / \log \lambda$.

**Theorem 2.1.** Suppose $U$ is an invariant component of $\mathcal{F}$ that is simply connected, let $\psi : \Delta \to U$ be the Riemann mapping, and set $B = \psi^{-1} \circ R \circ \psi$, a finite Blaschke product. Suppose $\zeta_0 \in \partial \Delta$ is a fixed point for $B(\zeta)$. Then $\psi(\zeta)$ has a nontangential limit $z_0$ at $\zeta_0$, and $z_0$ is a fixed point for $R(z)$ that is either repelling or parabolic with multiplier 1. If $\zeta_0$ is a repelling fixed point for $B(\zeta)$, then for $\rho > 0$ sufficiently small, $\psi(\{\Delta \cap |\zeta - \zeta_0| < \rho\})$ is a repelling arm for $R(z)$. Otherwise, $\zeta_0$ is a parabolic fixed point for $B(\zeta)$ with Julia set $\partial \Delta$, and $z_0$ is a parabolic fixed point for $R(z)$ which has $U$ as an attracting petal.

**Proof.** Since $B$ is proper, it is a finite Blaschke product. Assume $\zeta_0 = 1$ is fixed by $B$. Let $r_n$ be any sequence of radii increasing to 1 such that $\psi(r_n)$ converges, say to $z_0 \neq \infty$. Now the conformal self-map $(\zeta - r_n)/(1 - r_n\zeta)$ of $\Delta$ maps $r_n$ to 0 and $B(r_n)$ to

$$\frac{B(r_n) - r_n}{1 - r_nB(r_n)} = -\frac{[(B(r_n) - 1)/(r_n - 1)] - 1}{r_n[(B(r_n) - 1)/(r_n - 1)] + 1},$$

whose modulus tends to

$$\left|\frac{B'(1) - 1}{B'(1) + 1}\right| < 1.$$

Thus the hyperbolic distance in $\Delta$ from $r_n$ to $B(r_n)$ is uniformly bounded, and the hyperbolic distance in $U$ from $\psi(r_n)$ to $\psi(B(r_n)) = R(\psi(r_n))$ is also bounded. The comparison of the hyperbolic and euclidean metrics in Theorem I.4.3 shows that $|R(\psi(r_n)) - \psi(r_n)| \to 0$. In the limit we obtain $R(z_0) = z_0$. Since $R$ has only a finite number of fixed points, $\psi(r)$ must accumulate at $z_0$ as $r$ increases to 1, and $\psi(\zeta)$ has nontangential limit $z_0$ at 1.

If the fixed point $\zeta_0 \in \partial \Delta$ is repelling, we compose $\psi^{-1}$ with the logarithm of Koenigs’ coordinate function, as in the example above.
to obtain a repelling arm at \( z_0 \). This implies \( z_0 \) is either repelling or parabolic with multiplier 1.

Suppose finally that \( \zeta_0 \) is not repelling. Then \( B^n(\zeta) \rightarrow \zeta_0 \) on \( \Delta \), so that \( R^n(z) \rightarrow \partial U \) for \( z \in U \). By Lemma IV.2.4, \( R^n(z) \) converges on \( U \) to a parabolic fixed point \( z_1 \) of \( R(z) \) with multiplier 1. By joining an appropriate \( \zeta \in \Delta \) to \( B(\zeta) \) and iterating, we obtain a curve in \( \Delta \) terminating at \( \zeta_0 \) along which \( \psi(\zeta) \) has limit \( z_1 \). Lindelöf's theorem implies \( z_1 = z_0 \). Thus in this case \( z_0 \) is a parabolic fixed point and \( U \) is an attracting petal at \( z_0 \).

Consider two arcs \( \gamma_+ \) and \( \gamma_- \) in \( U \) starting at \( z_0 \) and terminating at points \( z_+, z_- \in \mathcal{J} \) which lie near \( z_0 \) in the respective repelling cusps on each side of the attracting petal at \( z_0 \). These curves divide \( U \) into three pieces, one containing the attracting direction, the other two \( U_\pm \) lying between \( \gamma_\pm \) and the part of \( \mathcal{J} \) in the repelling cusps. In view of our analysis of parabolic fixed points, we can choose \( \gamma_+ \) and \( \gamma_- \) so that \( U_+ \) and \( U_- \) are invariant under \( g \). Let \( \zeta_\pm \) be the terminal points on \( \partial \Delta \) of the curves \( \psi^{-1}(\gamma_\pm) \) as \( z \rightarrow z_\pm \). The domains \( \psi^{-1}(U_\pm) \) are contiguous to the two arcs between \( \zeta_0 \) and \( \zeta_\pm \), and these arcs must be on different sides of \( \zeta_0 \). The curve \( \psi^{-1}(g^n(\gamma_+)) \) in \( U_+ \) terminates at \( \zeta_0 \) and another point \( \zeta_n \). Since \( g^n(U_+) \) decreases, \( \zeta_n \) moves monotonically towards \( \zeta_0 \), hence converges to a point \( \zeta^* \). Since \( g^n(z_+) \) moves towards \( z_0 \) in the repelling cusp, one sees that any nontangential limit of \( \psi \) on the arc between \( \zeta^* \) and \( \zeta_0 \) must coincide with \( z_0 \), hence \( \zeta^* = \zeta_0 \). Evidently \( B(\zeta_{n+1}) = \zeta_n \), so the direction along the arc from \( \zeta_0 \) to \( \zeta_+ \) is repelling for \( B \). Similarly, the direction from \( \zeta_0 \) to \( \zeta_- \) is repelling, so \( \zeta_0 \) is a parabolic fixed point for \( B \) with two petals. \( \square \)

**Example.** Consider \( R(z) = z^2 + 1/4 \). The Julia set \( \mathcal{J} \) of \( R \) is the cauliflower set depicted in Figure 5 of Section VIII.1, which was shown in Section V.4 to be a simple closed Jordan curve. On the bounded component of the Fatou set \( \mathcal{F} \), \( R \) is conjugate to a Blaschke product on \( \Delta \) of degree 2, with one parabolic fixed point on \( \partial \Delta \) corresponding to the parabolic fixed point of \( R \) at 1/2. According to the discussion in Section VI.5, \( R \) is in fact conjugate to \( B(\zeta) = (3\zeta^2 + 1)/(3 + \zeta^2) \). The unbounded component \( A(\infty) \) of \( \mathcal{F} \) has a repelling arm at the parabolic fixed point 1/2, which issues from 1/2 along the real axis in the positive direction. The action of \( R \) on \( A(\infty) \) is conjugate to the Blaschke product \( \zeta^2 \), which has a superattracting
fixed point at 0 (corresponding to \( \infty \)), and a repelling fixed point at \( \zeta = 1 \) (corresponding to the parabolic fixed point at \( z = 1/2 \)).

The argument in Theorem 2.1 is reversible, as follows easily from Lindelöf’s theorem. A periodic repelling arm in an invariant component \( U \) arises from a unique repelling periodic point on \( \partial \Delta \), and the period of the arm coincides with the period of the periodic point. In the case where \( \partial U \) is locally connected, we can say more.

**Theorem 2.2.** Suppose \( U \) is an invariant component of the Fatou set \( F \) that is simply connected, and suppose \( \partial U \) is locally connected. Let \( \psi : \overline{\Delta} \to \overline{U} \) be the Riemann mapping, with associated Blaschke product \( B = \psi^{-1} \circ R \circ \psi \). Suppose \( z_0 \in \partial U \) is a repelling periodic point for \( R \), or that \( z_0 \) is a parabolic periodic point and \( U \) is not an attracting petal for \( z_0 \). Then \( \psi^{-1}(z_0) = \{\zeta_1, \ldots, \zeta_N\} \) is finite. Each \( \zeta_j \) is a repelling periodic point for \( B \) and determines a periodic repelling arm in \( U \) that terminates at \( z_0 \). These \( N \) periodic repelling arms fill out a neighborhood of \( z_0 \) in \( U \).

**Proof.** We assume \( z_0 \) is a repelling fixed point (the parabolic case is almost the same, and there is also an analogous result if \( U \) is an attracting petal for \( z_0 \)). We use the notation of Section 1, and we take \( \delta > 0 \) so small that \( |\psi(\zeta) - \psi(\xi)| < \varepsilon/2 \) for \( \zeta, \xi \in \Delta \) satisfying \( |\zeta - \xi| \leq \delta \). If \( z = \psi(\zeta) \in U \cap \Delta_{\epsilon/2} \), then the image under \( \psi \) of \( \Delta \cap \Delta(\zeta, \delta) \) is contained in \( U \cap \Delta_{\epsilon} \). Since only finitely many of these sets \( \Delta \cap \Delta(\zeta, \delta) \) can fit disjointly into \( \Delta \), there are only finitely many components \( U_1, \ldots, U_N \) of \( U \cap \Delta_{\epsilon} \) that contain \( z_0 \) in their boundary, and these fill out a neighborhood of \( z_0 \) in \( U \). By the discussion preceding Theorem 1.1, there is in each \( U_j \) a curve \( \gamma_j \) invariant under some iterate of \( g \) and terminating at \( z_0 \). Then \( \psi^{-1}(\gamma_j) \) terminates at a point \( \zeta_j \in \partial \Delta \), and if \( R^m(\gamma_j) \supset \gamma_j \), then \( \zeta_j \) is a fixed point of \( B^n \). By our hypothesis, \( \zeta_j \) cannot be a parabolic fixed point for \( B \), so \( \zeta_j \) is a repelling periodic point. It determines a repelling arm terminating at \( z_0 \), via Theorem 2.1, through which \( \gamma_j \) approaches \( z_0 \). The curve \( \gamma_j \) can be chosen so that its initial arc passes through any two prescribed points of \( U_j \). Consequently \( \psi^{-1} \) has the same limit along the iterates of these two points, and for each \( w \in U_j \), \( \psi^{-1}(g^{kn}(w)) \) tends to \( \zeta_j \) as \( k \to \infty \).

Let \( \rho > 0 \) be small, and let \( V_j = \psi(\Delta(\zeta_j, \rho) \cap \Delta) \). Then \( V_j \) is a repelling arm for some \( R^n \), which is contained in \( U_j \) and which terminates at \( z_0 \). We claim that \( V_1, \ldots, V_N \) are the only repelling
arms in $U$ terminating at $z_0$. Indeed, if $V$ is such a repelling arm, say for $R^n$, then the iterates of $w \in V$ under $g^n$ eventually enter some $U_j$, and since $\psi^{-1}(g^{kn}(w))$ tends to $\zeta_j$, the arm $V$ is the same arm as $V_j$.

Suppose $\xi_0 \in \psi^{-1}(z_0)$ is distinct from the $\zeta_j$’s. We may assume that $\rho$ is less than the distance from $\xi_0$ to the $V_j$’s, and that there is $r > 0$ small such that $|\psi(\zeta) - z_0| > r$ on the circular arc $\{|\zeta - \zeta_0| = \rho\} \cap \Delta$. Let $W$ be the component of $U \cap \Delta_r$ containing the image under $\psi$ of the end of the radial segment terminating at $\xi_0$. By what has been established, with $\varepsilon$ replaced by $r$, $W$ contains a repelling arm terminating at $z_0$. However, this contradicts the fact that $W$ is disjoint from the $V_j$’s. We conclude that $\psi^{-1}(z_0) = \{\zeta_1, \ldots, \zeta_N\}$, and it follows easily that the $V_j$’s fill out a neighborhood of $z_0$ in $U$. □

For a color illustration of such a configuration (in the Mandelbrot set), with 29 arms, see Map 38 on page 82 of [PeR].

3. John Domains

A domain $D$ is called a John domain if there exists $c > 0$ such that for any $z_0 \in D$, there is an arc $\gamma$ joining $z_0$ to some fixed reference point $w_0 \in D$ satisfying

$$\text{dist}(z, \partial D) \geq c|z - z_0|, \quad z \in \gamma. \quad (3.1)$$

If $\infty \in \partial D$, we use the spherical metric to measure the distance.

If two smooth boundary arcs meet at a corner with a positive angle, the condition (3.1) is satisfied near the vertex. If however the two boundary arcs meet tangentially at an outward-pointing cusp, the condition (3.1) cannot be satisfied. Similarly, if $D$ is a simply connected component of the Fatou set that has a repelling arm terminating at a parabolic point, then $D$ is not a John domain.

A simply connected John domain has a locally connected boundary. This can be seen easily from the proof of Carathéodory’s theorem given in Section I.2. The crosscuts $\Gamma_n$ constructed there have lengths tending to 0, and the condition (3.1) then shows that the diameters of the pieces of $D$ outside the crosscuts tend to 0. This implies that the Riemann map from $\Delta$ to $D$ extends continuously to $\partial \Delta$.

The image of a John domain under a quasiconformal homeomorphism of $\mathbb{C}$ is evidently a John domain. Thus the two complemen-
tary components of a quasicircle are John domains. It can be shown, conversely, that if the two complementary components of a simple closed Jordan curve are John domains, then the curve is a quasicircle. Thus John domains can be regarded as "one-sided quasidisks." For this and further background material on John domains, see [NaV]. Towards improving upon Theorem VI.2.1, we prove the following.

**Theorem 3.1.** Suppose $R$ is subhyperbolic on the Julia set $\mathcal{J}$. Then any simply connected component of the Fatou set $\mathcal{F}$ is a John domain.

We carry out the proof first in the hyperbolic case, where the ideas are clearer, and then we indicate how to adapt the proof to the subhyperbolic case.

**Proof (hyperbolic case).** Let $R$ be hyperbolic, and suppose $U$ is a simply connected component of $\mathcal{F}$. Each component of $\mathcal{F}$ is iterated eventually to an attracting cycle of components. Replacing $R$ by an iterate, we may assume that $R(U)$ contains an attracting fixed point. Since $R$ is proper on $U$, $R(U)$ is also simply connected. Since $R$ is conformal on $\partial U$, it suffices to prove that $R(U)$ is a John domain. Thus we may assume that $U$ itself has an attracting fixed point. Replacing $R$ by the rational function $R_0$ of Theorem VI.5.1, which is also hyperbolic, we may further assume that $R$ on $U$ is conjugate to $\zeta^m$ on $\Delta$.

Let $\psi : \Delta \to U$ conjugate $\zeta^m$ to $R(z)$. By Theorem VI.4.2 (or by the proof of Theorem V.4.3), $\psi$ extends continuously to $\partial \Delta$. We will show that the geodesics $\{\psi(re^{i\theta}) : 0 \leq r < 1\}$ can be taken to be the curves in the definition of a John domain. (This may seem fortuitous, but it turns out that in any simply connected John domain, we can take the curves in the definition to be geodesics.) Note that $R$ maps rays to rays.

Choose $\rho > 0$ so that all the inverse iterates $R^{-k}$ are almost affine on any disk of radius $\rho$ centered in a neighborhood of $\mathcal{J}$, that is, so that the estimate used in the proof of Theorem V.2.2 holds. Set $V = \psi(\{1 - \delta < |\zeta| < 1\})$, where $\delta > 0$ is so small that the affine mapping estimate holds on disks centered in $V$ of radius $\rho$. Since $\psi$ is uniformly continuous, we can assume that any two points of $V$ on
the same conformal ray are within distance $\rho$ of each other. Set

$$c_0 = \inf \{ \text{dist}(z, J) : z \in V, R(z) \notin V \}.$$ 

Then $c_0 < \rho$.

Suppose $z_1$ lies on the ray between $w_0$ and $z_0$. It suffices to check the estimate (3.1) for $z_0$ and $z_1$ in $V$. Let $n \geq 1$ satisfy $R^n(z_1) \in V$ and $R^{n+1}(z_1) \notin V$. Then the disk centered at $R^n(z_1)$ of radius $c_0$ is disjoint from $J$. By the affine mapping property, the image of this disk under the appropriate branch of $R^{-n}$ covers a disk centered at $z_1$ of radius say half of $c_0/|(R^n)'(z_1)|$. Hence

$$\text{dist}(z_1, J) \geq \frac{1}{2} \frac{c_0}{|(R^n)'(z_1)|}. \quad (3.2)$$

On the other hand, since $R^n(z_0)$ and $R^n(z_1)$ lie on the same ray, they are within distance $\rho$ of each other, and the affine mapping estimate yields $|z_0 - z_1| \leq 2\rho/|(R^n)'(z_1)|$. Combined with the estimate (3.2) above, this gives (3.1), and the theorem is proved when $R$ is hyperbolic. □

To carry over the proof to the subhyperbolic case, we require a version of the affine mapping estimate. For this, it is natural to work with an admissible metric, and we use the specific metric $\sigma$ constructed in the proof of Theorem V.3.1, as modified in the remark after the proof. Thus $\sigma(z)$ is a constant multiple of $|z - a_j|^{-\beta_j}$ near each of its singularities $a_j$, where $0 < \beta_j < 1$, and elsewhere $\sigma(z)$ is smooth.

Let $D_\sigma$ denote differentiation with respect to the $\sigma$-metric, defined by

$$(D_\sigma R)(z) = \frac{\sigma(R(z))}{\sigma(z)} R'(z).$$

Thus $R$ dilates infinitesimal distances at $z$ in the $\sigma$-metric by a factor of $|(D_\sigma R)(z)|$. The chain rule is valid,

$$(D_\sigma R^n)(z) = \prod_{k=0}^{n-1} (D_\sigma R)(R^k(z)),$$

as is the inverse function rule, $(D_\sigma R^{-1})(R(z)) = 1/(D_\sigma R)(z)$. From the precise form of $\sigma$ at its singularities, one checks that $|D_\sigma R|$ is smooth in a neighborhood of $J$. The affine mapping estimate is now as follows.

\[\]
Lemma 3.2. Suppose $R$ is subhyperbolic on $\mathcal{J}$. Let $\sigma$ be the admissible metric introduced above. Then there is a neighborhood $V$ of $\mathcal{J}$ such that

$$
\frac{(D_\sigma R^{-n})(w)}{(D_\sigma R^{-n})(z)} = 1 + d_\sigma(z, w)O(1), \quad z, w \in V, \ n \geq 1.
$$

Proof. Here we can specify $R^{-n}(z)$ to be an arbitrary branch, and then the determination of $R^{-n}(w)$ is that obtained by continuing $R^{-n}(z)$ along the shortest path between $z$ and $w$ in the $\sigma$-metric (irrespective of singularities of $R^{-n}$). Since $R$ is strictly expanding with respect to $\sigma$, the inverse branches satisfy $|(D_\sigma R^{-1})(z)| \leq c < 1$ in a neighborhood of $\mathcal{J}$. The neighborhood can be chosen to be invariant under the inverse branches. By integrating, we obtain

$$d_\sigma(R^{-k}(z), R^{-k}(w)) \leq c^k d_\sigma(z, w)$$

whenever the shortest path between $z$ and $w$ lies in the neighborhood of $\mathcal{J}$ and in particular whenever $z$ is near $w$. Thus

$$
1 - \frac{(D_\sigma R)(R^{-k})(z))}{(D_\sigma R)(R^{-k})(w))} = \left| \frac{(D_\sigma R)(R^{-k})(z)) - (D_\sigma R)(R^{-k})(w))}{(D_\sigma R)(R^{-k})(w))} \right|
\leq C_1|R^{-k}(z)| - (R^{-k})(w)|
\leq C_2d_\sigma(R^{-k}(z), R^{-k}(w)) \leq C_2c^k d_\sigma(z, w).
$$

Using the chain rule as in the proof of Theorem V.2.3, we obtain

$$
\frac{(D_\sigma R^{-n})(w)}{(D_\sigma R^{-n})(z)} = \prod_{k=1}^{n}[1 + c^k d_\sigma(z, w)O(1)],
$$

which yields the desired estimate. □

Proof of Theorem 3.1 (subhyperbolic case). We aim to show that $U$ satisfies the John condition (3.1), with distances measured in the $\sigma$-metric rather than the euclidean metric. From this, it is straightforward to conclude that $U$ is a John domain, and the details are left as an exercise. (Note that a problem arises in comparing the metrics only at singularities, so one can focus on $\sigma(z) = |z|^{-\beta}$ inside the unit disk.)

Since $|D_\sigma(R)|$ is smooth, bounded above and away from zero near $\mathcal{J}$, the $\sigma$-geometry of $U$ near the boundary is the same as that of
$R(U)$, so we may proceed as before and assume that $R(z)$ on $U$ is conjugate to $\zeta^m$ on $\Delta$. Again the conjugation extends continuously to $\partial U$, hence is uniformly continuous with respect to the $\sigma$-metric.

Choose $\rho > 0$ as before, with $R^{-k}$ almost affine on $\sigma$-disks of radius $\rho$, and choose $V$ as before. Define $c_0$ in terms of the $\sigma$-metric, so that if $z \in V$ but $R(z) \notin V$, then the $\sigma$-distance from $z$ to $\mathcal{J}$ is at least $c_0$. For $z_1$ on the ray between $w_0$ and $z_0$, we obtain this time an estimate of the form

$$\text{dist}_\sigma(z_1, \mathcal{J}) \geq \frac{c_0}{2 |(D_\sigma R^n)(z_1)|}. \quad (3.3)$$

Since $R^n(z_0)$ and $R^n(z_1)$ lie on the same ray, they are contained in a $\sigma$-disk of radius $\rho$, as is the ray connecting them. We may assume that this disk also contains the shortest path between the points. If there are no singular points $a_j$ in this disk, the analytic branch of $R^{-n}$ sending $R^n(z_1)$ to $z_1$ also sends $R^n(z_0)$ to $z_0$. This yields an estimate of the form

$$d_\sigma(z_0, z_1) \leq \frac{4\rho}{|(D_\sigma R^n)(z_1)|}. \quad (3.4)$$

If there is a singular point $a_j$ in this disk, we connect $R^n(z_1)$ to $R^n(z_0)$ by a path in the disk of $\sigma$-length at most $3\rho$, such that the continuation of the branch of $R^{-n}$ mapping $R^n(z_1)$ to $z_1$ along the path sends $R^n(z_0)$ to $z_0$. By integrating along this path, we obtain again an estimate of the form (3.4). Now (3.3) and (3.4) show that $U$ is a John domain in the $\sigma$-metric, as required. □

Suppose $P(z)$ is a subhyperbolic polynomial with a connected Julia set $\mathcal{J}$. We claim that the boundary of each bounded component $U$ of the Fatou set $\mathcal{F}$ is a quasicircle. Indeed, $\partial U$ is locally connected, so the Riemann map from $\Delta$ to $U$ extends continuously to $\partial \Delta$. Since $\partial U$ is included in the boundary of a single component $A(\infty)$ of its complement, the Riemann map is one-to-one on $\partial \Delta$, and $\partial U$ is a simple closed Jordan curve. Now $A(\infty)$ is also a simply connected John domain. From the condition (3.1) for $A(\infty)$, one deduces easily that (3.1) holds for the larger domain $\overline{\mathbb{C}} \setminus U$. If we invoke now the characterization of quasicircles cited earlier (but not proved), we deduce that $\partial U$ is a quasicircle. In the case of hyperbolic polynomials, this result is subsumed by a theorem of M.V. Yakobson (1984).
EXAMPLE. Each component of the body of Douady’s rabbit (Figure 4 in Section VIII.1) is bounded by a quasicircle.

Theorem 3.1 and the application come from [CaJ]. Under certain hypotheses, Theorem 3.1 remains valid for parabolic components of $\mathcal{F}$ (see [CaJY]). Herman has proved (cf. [Do3]) that if a Siegel disk associated with a quadratic polynomial has the critical point on its boundary, and if the multiplier has the form $\lambda = e^{2\pi i \theta}$ where $\theta$ satisfies the Diophantine condition (6.2) of Section II.6 for some exponent $\mu$, then the boundary of the Siegel disk is a quasicircle if and only if the Diophantine condition is satisfied with $\mu = 2$. 
We are interested in the dependence of a dynamical system on parameters, and we focus on the maps \( z \rightarrow z^2 + c \). This leads to the Mandelbrot set \( \mathcal{M} \) in parameter space, which has a universal character in the sense that similar-looking sets show up when one studies very general parameter dependence. One striking feature of \( \mathcal{M} \) is that shapes of certain of the Julia sets \( \mathcal{J}_c \) in dynamic space (\( z \)-space) are reflected in the shape of \( \mathcal{M} \) near the corresponding points in parameter space (\( c \)-space).

1. The Mandelbrot Set

A quadratic polynomial \( P(z) \) can be conjugated by \( z' = az \) to a monic polynomial \( z^2 + \alpha z + \beta \). This can be further conjugated by a translation \( z' = z + b \) to move any given point to 0. If we move one of the fixed points to 0 we have conjugated \( P \) to the form \( \lambda z + z^2 \), where \( \lambda \) is the multiplier of the fixed point. This does not determine the conjugacy class uniquely, as we can place the second fixed point at 0. If we move the critical point to 0 we have conjugated \( P \) to the form

\[
P_c(z) = z^2 + c,
\]
and now it is easy to check that different c’s correspond to different conjugacy classes. Thus we can regard the c-plane as representing conjugacy classes of quadratic polynomials (that is, it is a “moduli space”). We are interested in how the dynamic behavior of $P_c^n$ depends on the parameter c. The following dichotomy is an immediate consequence of Theorems III.4.1 and III.4.2.

**Theorem 1.1.** If $P_c^n(0) \to \infty$, then the Julia set $J_c$ is totally disconnected. Otherwise $P_c^n(0)$ is bounded, and the Julia set is connected.

The set of parameter values c such that $P_c^n(0)$ is bounded is of special interest. It is called the Mandelbrot set and denoted by $\mathcal{M}$. Thus $c \in \mathcal{M}$ if and only if 0 does not belong to the basin of attraction of the superattracting fixed point at $\infty$.

**Theorem 1.2.** The Mandelbrot set $\mathcal{M}$ is a closed simply connected subset of the disk \{\|c\| \leq 2\}, which meets the real axis in the interval $[-2, 1/4]$. Moreover, $\mathcal{M}$ consists of precisely those $c$ such that $|P_c^n(0)| \leq 2$ for all $n \geq 1$.

**Proof.** If $|c| > 2$, one shows by induction that

$$|P_c^n(0)| \geq |c|(|c| - 1)^{2^{n-1}}, \quad n \geq 1,$$

so $|P_c^n(0)| \to \infty$ and $c \notin \mathcal{M}$. Thus $|c| \leq 2$ for $c \in \mathcal{M}$.

Suppose $|P_c^m(0)| = 2 + \delta > 2$ for some $m \geq 1$. If $|c| = |P_c(0)| > 2$, then $c \notin \mathcal{M}$. If $|c| \leq 2$, then $|P_c^{m+1}(0)| \geq (2 + \delta)^2 - 2 \geq 2 + 4\delta$. Proceeding by induction, we obtain $|P_c^{m+k}(0)| \geq 2 + 4^k\delta \to \infty$, and again $c \notin \mathcal{M}$. This proves the final statement of the theorem, from which it follows that $\mathcal{M}$ is closed. By the maximum principle, $\mathbb{C} \setminus \mathcal{M}$ has no bounded components, so $\mathbb{C} \setminus \mathcal{M}$ is connected, and $\mathcal{M}$ is simply connected.

If c is real, then $P_c(x) - x$ has no real roots if $c > 1/4$, one root at 1/2 if $c = 1/4$, and two real roots if $c < 1/4$. If $c > 1/4$, $P_c^n(0)$ is increasing and must go to infinity, since any finite limit point would satisfy $P_c(x) = x$. If $c \leq 1/4$, let $a = (1 + \sqrt{1 - 4c})/2$ be the larger root of $P_c(x) - x$. If additionally $c \geq -2$, one checks that $a \geq |c| = |P_c(0)|$. Then $|P_c^n(0)| \leq a$ implies $|P_c^{n+1}(0)| = |P_c^n(0)^2 + c| \leq a^2 + c = a$, and the sequence is bounded. Thus $\mathcal{M} \cap \mathbb{R} = [-2, 1/4]$. □
FIGURE 1. The Mandelbrot set $M$.

The theorem suggests a simple algorithm for computing $M$. If $|P_{c}^{n}(0)| \leq 4$ for $1 \leq n \leq 1000$, color the pixel $c$ black, otherwise color it white. See Figure 1.

We review the various possibilities for the Julia set $J_{c}$ of $P_{c}$. By Douady's Theorem VI.1.2, there is at most one periodic cycle of bounded components of $F_{c}$. By Sullivan's Theorem IV.1.3, every bounded component of $F_{c}$ is eventually iterated into the cycle. Since Herman rings do not arise for polynomials, the classification theorem of Section IV.2 gives the following four possibilities for $c \in M$.

1. There is an attracting cycle for $P_{c}$. Either there is an attracting fixed point, in which case there is only one bounded component of $F_{c}$. Or the cycle has length two or more, in which case there are infinitely many bounded components of $F_{c}$. By Theorem V.4.1, $J_{c}$ is locally connected.

2. There is a parabolic cycle for $P_{c}$. Either there is a parabolic fixed point with multiplier 1, in which case there is only one bounded component of $F_{c}$. Or the cycle of parabolic components of $F_{c}$ has length two or more, in which case there are infinitely many bounded components of $F_{c}$. The former case
occurs only for one value of c, namely, \( c = 1/4 \) (see Figure 5 to follow). By Theorem V.4.3, \( \mathcal{J}_c \) is again locally connected.

3. There is a cycle of Siegel disks. This case has been discussed in Section VI.1.

4. There are no bounded components of \( \mathcal{F}_c \). This occurs for instance for \( c = -2 \), where \( \mathcal{J}_c = [-2, 2] \), or for \( c = i \), as in the figure in Section V.4. It may happen (Theorem V.4.4) that \( \mathcal{J}_c \) is not locally connected.

**Theorem 1.3.** For each \( \lambda, |\lambda| \leq 1 \), there is a unique \( c = c(\lambda) \) such that \( P_c \) has a fixed point with multiplier \( \lambda \). The values \( c \) for which \( P_c \) has an attracting fixed point form a cardioid \( C \subset \mathcal{M} \), and \( \partial C \subset \partial \mathcal{M} \). If \( c \in C \), then \( \mathcal{J}_c \) is a quasicircle.

*Proof.* The fixed points of \( P_c \) are at \( z_c = (1 \pm \sqrt{1-4c})/2 \), and the multiplier at \( z_c \) is \( \lambda(c) = 2z_c \). Since \( \lambda = \lambda/2 - \lambda^2/4 \), the condition \( |\lambda(c)| < 1 \) corresponds in the \( c \)-plane to the cardioid

\[
C = \{ \lambda/2 - \lambda^2/4 : |\lambda| < 1 \}
\]

It is a subset of \( \mathcal{M} \), called the main cardioid of \( \mathcal{M} \). Since the function \( \lambda/2 - \lambda^2/4 \) is one-to-one on the closed unit disk, we have the uniqueness assertion of the theorem. According to the discussion at the end of Section VI.2, the Julia set \( \mathcal{J}_c \) is a quasicircle for \( c \in C \).

Let \( W \) be the component of the interior of \( \mathcal{M} \) containing \( C \). By Theorem 1.2, the polynomials \( f_n(c) = P_c^n(0) \) are uniformly bounded on \( W \). They converge to the attracting fixed point \( z_c \) on \( C \), hence on account of analyticity to the fixed point \( z_c \) on all of \( W \). However, if \( c \notin \overline{C} \), then \( z_c \) is repelling, and we cannot have \( P_c^n(0) \to z_c \) unless \( P_c^n(0) = z_c \) for \( n \) large. Since this can occur only on a countable set, we conclude that \( W = C \). □

The figure in Section VI.2 corresponds to \( c = i/2 \), which is inside the main cardioid. Another example is given in Figure 6 to follow.

The multiplier function \( \lambda(c) = 1 - \sqrt{1-4c} \) maps the closure of the cardioid homeomorphically onto the closed unit disk. The boundary \( \partial C \) consists of precisely the parameter values \( c \) for which \( P_c \) has a neutral fixed point. These are favorite choices for generating computer pictures. The Siegel disks appearing in Section V.1 correspond
to a value $c$ on the boundary of the main cardioid with multiplier
$
\lambda = e^{2\pi i \theta},
$ where $\theta = (\sqrt{5} - 1)/2$ is the golden mean, as discussed in
Section V.1. For a multicolored picture of the Siegel disk correspond-
ing to this $c$-value, see Map 25 on page 77 of [PeR]. The filled-in
Julia sets corresponding to parabolic fixed points with multipliers
$\lambda = \exp(2\pi i/3)$ and $\lambda = \exp(2\pi i/5)$ are depicted in Figure 2.

Now we consider the more general case of attracting cycles.

**Theorem 1.4.** Suppose there is an attracting cycle of length $m$ for
$P_a$. Then $a$ belongs to the interior of $\mathcal{M}$. If $W$ is the component
of the interior of $\mathcal{M}$ containing $a$, then $P_c$ has an attracting cycle
$\{z_1(c), ..., z_m(c)\}$ of length $m$ for all $c \in W$, where each $z_j(c)$ depends
analytically on $c$.

**Proof.** Let $z_1(a)$ be an attracting periodic point of period $m$ for $a$.
Applying the implicit function theorem to $Q(z, c) = P_c^m(z) - z$, we
obtain an attracting periodic point $z_1(c)$ for $P_c$ of period $m$, which
depends analytically on $c$ in a neighborhood of $a$. In particular, $a$
belongs to the interior of $\mathcal{M}$, say to the component $W$. The sequence
$f_j(c) = P_c^{jm}(0)$ is bounded hence normal on $W$, and it converges at
$a$ to some point in the cycle of $z_1(a)$, say to $z_1(a)$ itself. Since $z_1(c)$
is attracting, $f_j(c)$ converges to $z_1(c)$ for $c$ near $a$. By normality
$f_j(c)$ converges on $W$ to some analytic function $g(c)$, which satisfies
$Q(g(c),c) = 0$ near $a$ hence on $W$. Now $g(c)$ can be a repelling periodic point for fixed $c \in W$ only if $P_c^{jm}(0)$ actually coincides with $g(c)$ for $j$ large. This occurs on an at most countable set. Since the multiplier $\lambda(c)$ of the cycle is analytic, we conclude that $|\lambda| < 1$ on $W$, that is, the cycle of $g(c)$ is attracting for all $c \in W$. Further, the period of $g(c)$ is exactly $m$ for all $c \in W$ (as in Lemma III.2.5). The functions $P_c^i(g(c))$, $0 \leq i < m$, give analytic selections of the points of the cycle. □

The set of $c$ for which $P_c$ has an attracting cycle was studied by R. Brooks and J. Matelski in 1978. The components of the interior of $\mathcal{M}$ associated with attracting cycles are called the hyperbolic components of the interior of $\mathcal{M}$ since, by Theorem V.2.2, $P_c$ is hyperbolic precisely when $c \notin \mathcal{M}$ or $P_c$ has an attracting cycle. It is not known whether the hyperbolic components fill out the interior of $\mathcal{M}$, but we will soon see that they are dense in $\mathcal{M}$. Brooks and Matelski arrived at the work of Fatou and Julia from a problem on discrete subgroups of $\text{PSL}(2, \mathbb{C})$, and their rough computer picture was the first picture of the Mandelbrot set. Working about the same time and completely independently, B. Mandelbrot obtained progressively sharper pictures of the Mandelbrot set, which called attention to the intricate nature of the set.

One of the hyperbolic components is the main cardioid $C$, corresponding to cycles of length one. For cycles of length two, we have

$$Q(z,c) = (z^2 + c)^2 + c - z = (z^2 - z + c)(z^2 + z + c + 1).$$

Discarding fixed points, we obtain the equation $z^2 + z + c + 1 = 0$ for periodic points of period two. The multiplier is given by

$$(P_c^2)'(z) = 4z^3 + 4zc \equiv 4c + 4 \mod (z^2 + z + c + 1).$$

Thus there is an attracting two-cycle if and only if $|4c + 4| < 1$, and we obtain a single hyperbolic component which is a disk centered at $-1$ of radius $1/4$, tangent to the main cardioid. Note again that the multiplier $\lambda(c)$ maps the hyperbolic component conformally onto the open unit disk. We show in Section 2 that each hyperbolic component of the interior of $\mathcal{M}$ contains a unique point $c$ such that $P_c$ has a superattracting cycle, and that the corresponding multiplier map $c \to \lambda(c)$ maps the component conformally onto the unit disk.

Of special interest are the parameter values $c$ for which $P_c$ has a superattracting cycle. The critical point 0 must belong to the cycle,
so these are precisely the c’s for which 0 is periodic, that is, the solutions of $P_c^n(0) = 0$. The first few polynomials are

\[
\begin{align*}
P_c^1(0) &= c, \\
P_c^2(0) &= c + c^2, \\
P_c^3(0) &= c + c^2 + 2c^3 + c^4, \\
P_c^4(0) &= c + c^2 + 2c^3 + 5c^4 + 6c^5 + 6c^6 + 4c^7 + c^8.
\end{align*}
\]

For \( n = 1 \), the equation reduces to \( c = 0 \), and we obtain the superattracting fixed point at 0 for \( P_0(z) = z^2 \). For \( n = 2 \), the equation becomes \( c^2 + c = 0 \). This gives an additional solution \( c = -1 \), for which \( P_{-1}(z) = z^2 - 1 \) has a superattracting cycle \( 0 \to -1 \to 0 \) of period two. See Figure 8.

The superattracting cycles of period three correspond to the solutions of \( P_c^3(0) = 0 \), excluding \( \lambda = 0 \). These are the roots of \( c^3 + 2c^2 + c + 1 = 0 \), which are approximately \(-1.755\) and \(-0.123 \pm 0.749i\).

The real root belongs to the largest component of the interior of \( \mathcal{M} \) located on the “main antenna” towards the left of \( \mathcal{M} \). The filled-in Julia set for the real root is the “airplane set” pictured in Figure 3. The two complex roots belong to the largest components of the interior of \( \mathcal{M} \) above and below the main cardioid. The filled-in Julia set corresponding to a complex root is pictured in Figure 4. This set is known as “Douady’s rabbit.”

**Theorem 1.5.** The values of \( c \in \mathcal{M} \) corresponding to superattracting cycles cluster on the entire boundary \( \partial \mathcal{M} \). In particular, the interior of \( \mathcal{M} \) is dense in \( \mathcal{M} \).

**Proof.** Let \( U \) be a disk that meets \( \partial \mathcal{M} \), such that \( 0 \notin U \). Suppose \( U \) contains no \( c \) for which 0 is periodic. Consider a branch of \( \sqrt{-c} \) defined on \( U \). We have \( P_c^n(0) \neq \sqrt{-c} \), or else \( P_c^{n+1}(0) = 0 \) and 0 is periodic. Thus \( f_n(c) = P_c^n(0)/\sqrt{-c} \) omits the values 0, 1, \( \infty \) on
FIGURE 4. Douady’s rabbit, $c \approx -0.122561 + 0.744862i$.

$U$, hence is a normal sequence on $U$. But since $U$ meets $\partial M$, it contains both points $c$ with $f_n(c)$ bounded and with $f_n(c) \to \infty$, so the sequence cannot be normal. □

Let us see how the Julia set changes shape as $c$ moves along the real axis. If we move $c$ to the right of $1/4$, it leaves the Mandelbrot set and the Julia set becomes totally disconnected. At the right of Figure 5 we have a picture of $\mathcal{J}_c$ for $c = 0.251$. The black points are those for which $|P^n_c(0)| \leq 4$ for $n \leq 500$. At the left of Figure 5 is the cauliflower set, corresponding to $c = 1/4$. In this case $\mathcal{J}$ is a simple closed Jordan curve (Section V.4), though it cannot be a quasicircle due to the cusps.

We show in Figure 6 the Julia set $\mathcal{J}_c$ for $c = -3/5$. We are back in the main cardioid, so $\mathcal{J}_c$ is a quasicircle, symmetric with respect to $\mathbb{R}$. Moving back to the left, at the left edge of the main cardioid we arrive at the point $c = -3/4$ with multiplier $-1$, so that $P_c$ has a parabolic fixed point $-1/2$. There are two petals at $-1/2$, which cycle back and forth. The filled-in Julia set is pictured in Figure 7.

When we continue to the left of $-3/4$, the fixed point bifurcates to an attracting cycle of length two, corresponding to the two petals.
FIGURE 5. $c = 0.25$ (cauliflower set), and $c = 0.251$ (totally disconnected).

FIGURE 6. $c = -0.6$, quasicircle.
This process is called "budding," and the point \(-3/4\) is the "root" of the bud. There is budding at each point of \(\partial C\) with rational multiplier. The parabolic fixed point with multiplier a primitive \(m\)th root of unity splits into an attracting cycle of length \(m\), sprouting a "bud" which is a hyperbolic component of the interior of \(M\) tangent to \(\partial C\).

For \(c = -1\), we have the superattracting cycle \(0 \to -1 \to 0\) pictured in Figure 8. The basic shape of the Julia set is preserved as we cross from \(c = -3/5\) over \(c = -3/4\) to \(c = -1\).

At \(c = -5/4\) we have a parabolic cycle of petals of order 4, and there is further budding. Continuing to decrease \(c\) gives a sequence \(c_0 > c_1 > c_2 > \cdots\) of parameter values corresponding to parabolic cycles of order \(2^n\). In the complementary intervals, \(P_c\) has attracting cycles of order \(2^n\). This behavior is known as the period doubling
of Feigenbaum, and \( c_n \to c_\infty \approx -1.401 \). In the interval \([-2, c_\infty]\), periods of many different orders occur.

A point \( c \in M \) is called a Misiurewicz point if 0 is strictly preperiodic, that is, \( P^n_c(0) = P^k_c(0) \) for some \( n > k > 0 \), but \( P^n_c(0) \neq 0 \) for all \( n \geq 1 \). By Theorem V.2.3, these are exactly the points where \( P_c \) is subhyperbolic without being hyperbolic on \( J_c \). By Theorem V.4.2, the Julia set \( J_c \) is a dendrite, and, by Theorem VII.3.1, \( \overline{C \setminus J_c} \) is a John domain. Since \( P_c \) is expanding with respect to some metric, there are no neutral cycles, and the cycle of \( P^k_c(0) \) is repelling.

The Misiurewicz points are located in a complicated pattern in the antenna area of \( M \). Both \( c = -2 \) and \( c = i \) are Misiurewicz points. We have seen that the Julia set of \( z^2 - 2 \) is \([-2, 2]\). The Julia set of \( z^2 + i \) is pictured in Section V.4. Since the Misiurewicz points are the zeros of a sequence of polynomials, they are countable. The proof of Theorem 1.5 can be modified to show that they accumulate on all of \( \partial M \). We will see this in another way in Sections 5 and 6, where we show that these points belong to \( \partial M \) and are terminal points of arcs in the complement of \( M \).

2. The Hyperbolic Components of \( M \)

We return to the polynomial \( Q(z, c) = P^m_c(z) - z \) in \( z \) and \( c \). The zero set \( V \) of \( Q \) is a one-dimensional complex analytic variety in \( \mathbb{C}^2 \). It consists of all \( (z, c) \) such that \( z \) is a periodic point of \( P_c \) whose period divides \( m \). Note that \( Q \) is a monic polynomial in both \( z \) and \( c \), so that if \( (z, c) \in V \) and one of \( |z| \) or \( |c| \) tends to infinity, then so does the other. The projection of \( V \) onto the \( c \)-plane is a branched covering map with \( 2^m \) sheets.

Fix one of the hyperbolic components \( W \) of the interior of \( M \) that corresponds to attracting cycles of length \( m \), and let \( z_1(c) \) be the analytically varying periodic point of \( P_c \) from Theorem 1.4. Let \( \tilde{W} \) be the subset of \( V \) of points \( (z_1(c), c) \) for \( c \in W \), and let \( V_0 \) be the irreducible branch of \( V \) containing \( \tilde{W} \). We can view \( V_0 \) as a Riemann surface spread over the \( c \)-plane, on which \( (P^m_c)'(z) \) is analytic. Let \( \tilde{V} \) be the subset of \( V_0 \) where \( |(P^m_c)'(z)| < 1 \). Then \( \partial \tilde{V} \) consists of piecewise analytic curves on which \( |(P^m_c)'(z)| = 1 \). As \( c \in W \) tends to \( a \in \partial W \), we have \( (z_1(c), c) \to \partial \tilde{V} \), or else we could continue \( z_1(c) \) analytically to a neighborhood of \( a \) to give attracting periodic points, contradicting \( a \in \partial M \). Thus \( \tilde{W} \) is a connected component of
The projections of the analytic arcs in $\partial \tilde{W}$ are piecewise analytic. (At worst they might develop cusps where $(P_c^m)'(z) = 1$.) Thus $\partial W$ is piecewise analytic. Since $W \cup \partial W$ has connected complement, $\partial W$ has no multiple points, and $\partial W$ must be a simple closed Jordan curve. Thus $\partial \tilde{W}$ is also a simple closed Jordan curve, and the branch $z_1(c)$ extends continuously from $W$ to $W \cup \partial W$ (including to the cusps).

Let $\rho(c)$ denote the multiplier of the attracting cycle for $c \in W$. Since $\rho(c) = (P_c^m)'(z_1(c))$, $\rho(c)$ extends continuously to $\partial W$, where it has unit modulus. Consequently, the extended multiplier function $\rho(c)$ is a continuous finite-to-one map of $\overline{W}$ onto the closed unit disk $\overline{\Delta}$, which maps $W$ analytically onto $\Delta$. Our main goal in this section is to prove the theorem of Douady–Hubbard–Sullivan (see [Do1]) that this covering is simple, so that the multiplier function $\rho(c)$ parametrizes $\overline{W}$.

**Theorem 2.1.** If $W$ is a hyperbolic component of the interior of $\mathcal{M}$, then the multiplier $\rho(c)$ of the attracting cycle of $P_c$, $c \in W$, maps $W$ conformally onto the open unit disk $\Delta$. It extends continuously to $\partial W$ and maps $\overline{W}$ homeomorphically onto the closed disk $\overline{\Delta}$.

**Proof.** Fix $a \in W$. Let $U_1, \ldots, U_{m-1}, U_m = U_0$ be the cycle of components of $\mathcal{F}$ containing the attracting cycle. We assume $U_0$ contains the critical point 0, so $P_a$ is two-to-one from $U_0$ onto $U_1$, and $P_a$ maps each other $U_j$ conformally onto $U_{j+1}$. Let $\varphi$ map $U_0$ conformally to $\Delta$, with the fixed point of $P_a^m$ going to 0. Then $\varphi \circ P_a^m \circ \varphi^{-1}$ is a Blaschke product of degree two, mapping 0 to 0. After normalization of $\varphi$, the Blaschke product has the form

$$
(\varphi \circ P_a^m \circ \varphi^{-1})(\zeta) = B_\lambda(\zeta) = \zeta \frac{\zeta + \lambda}{1 + \overline{\lambda} \zeta}, \quad |\zeta| < 1,
$$

for some $\lambda \in \Delta$. Since $\lambda$ is the multiplier of the fixed point at 0 for $B_\lambda(\zeta)$, and this is invariant, we have $\lambda = \rho(a)$.

The idea now is to reverse this procedure. For $|\lambda| < 1 - \varepsilon$, we combine the dynamics of $P_a(z)$ outside the $U_j$'s with $B_\lambda$ inside, to obtain $c(\lambda)$ so that $P_{c(\lambda)}$ has multiplier $\rho(c(\lambda)) = \lambda$, and so that $c(\lambda)$ depends continuously (!) on $\lambda$. Since $c(\lambda)$ must have a branch point at a critical value of $\rho$, the continuity of $c(\lambda)$ shows that $\rho(c)$ has no critical points, and hence $\rho$ is one-to-one. The construction of $c(\lambda)$ is done by quasiconformal surgery as in the proof of Theorem VII.4.1,
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except that here the Beltrami equation is solved with a continuous parameter $\lambda$. Attention must also be paid to the complication that there is an invariant cycle rather than a fixed component.

So fix $\varepsilon > 0$ small, let $1 - \varepsilon < r < 1$, and denote $\Delta_r = \{ |\zeta| < r \}$. We assume that $r$ is so close to $1$ that for each $\lambda$, $|\lambda| < 1 - \varepsilon$, the curve $B_{\lambda}^{-1}(\partial \Delta_r)$ is a simple closed Jordan curve in the annulus $r < |\zeta| < 1$ mapped two-to-one by $B_{\lambda}$ onto the circle $\partial \Delta_r$. Set $A_0 = U_0 \cap P_{a}^{-m}(\varphi^{-1}(\Delta_r))$. Then $\varphi^{-1}(\Delta_r) \subset A_0$, and $P_{a}^m$ is a two-to-one cover of $A_0$ over $\varphi^{-1}(\Delta_r)$. Define $\varphi_{\lambda} : \partial A_0 \to B_{\lambda}^{-1}(\partial \Delta_r)$ so that $B_{\lambda} \circ \varphi_{\lambda} = \varphi \circ P_{a}^m$, choosing the branch so that $\varphi_{\lambda}$ is continuous in $\lambda$. Extend $\varphi_{\lambda}$ smoothly to a diffeomorphism from $A_0$ to $B_{\lambda}^{-1}(\Delta_r)$, to vary smoothly also with $\lambda$, so that $\varphi_{\lambda} = \varphi$ on $\varphi^{-1}(\Delta_r)$. Define $A_j \subset U_j$ for $1 \leq j \leq m$ so that $A_m = A_0$ and $P_{a}$ maps each $A_j$ conformally onto $A_{j+1}$, $1 \leq j < m$. Define $g_{\lambda}(z) = P_{a}(z)$ for $z \notin \cup A_j$, and define $g_{\lambda}(z)$ on $\cup A_j$ so that it maps each $A_j$ into $A_{j+1}$, and so that $g_{a}^m(z) = \varphi^{-1}(B_{\lambda}(\varphi_{\lambda}(z)))$ on $A_0$. Thus $g_{\lambda}(z) = P_{a}(z)$ on $A_1 \cup \cdots \cup A_{m-1}$, and $g_{\lambda}(z) = P_{a}^{-m+1}(g_{a}^m(z))$ on $A_0$. Consider the ellipse field that is circles outside of $\cup A_j$ and that is invariant under $g_{\lambda}$. Under iteration by $g_{\lambda}$, points hit the annular region where $g_{\lambda}$ is not conformal at most once, so the ellipse field is distorted at most once on any orbit, and consequently the Beltrami coefficients $\mu_{\lambda}$ are bounded strictly less than $1$ in modulus. Moreover $\mu_{\lambda}$ moves continuously with $\lambda$. Let $\psi_{\lambda}$ solve the Beltrami equation, with the usual normalization $\psi_{\lambda}(z) = z + o(1)$ at $\infty$. Then $f_{\lambda} = \psi_{\lambda} \circ g_{\lambda} \circ \psi_{\lambda}^{-1}$ is analytic, and $f_{\lambda}(z) = z^2 + O(1)$ at $\infty$, so $f_{\lambda}(z) = z^2 + c(\lambda) = P_{c(\lambda)}(z)$. Since $g_{\lambda}$ has an attracting cycle of length $m$, so does $f_{\lambda}$, and the multipliers are the same. Thus $\rho(c(\lambda)) = \lambda$. Finally the solutions $\psi_{\lambda}$ depend continuously on the parameter $\lambda$, so that $c(\lambda)$ depends continuously on $\lambda$. By the initial remarks we have proved the theorem. □

If $P_{a}$ has a neutral cycle of length $m$, then $a \in \partial W$ for some hyperbolic component $W$ associated with attracting cycles of length $m$. Indeed, let $z_0$ be a point in the cycle, and let $V_0$ be an irreducible branch of $V$ containing $(z_0, a)$. Then $(P_{c}^m)'(z)$ cannot be constant on $V_0$, or else since $V_0$ projects onto $C$ there would be a neutral cycle for all $P_{c}$, an absurdity. Thus $(z_0, a)$ is in the boundary of some component $\tilde{W}$ of $\tilde{V}$ (defined earlier). The projection $W$ of $\tilde{W}$ into the $c$-plane is a hyperbolic component of the interior of $\mathcal{M}$, and $a \in \partial W$.

If $W$ is associated with attracting cycles of length $m$, then every
$c \in \partial W$ with $\rho(c) \neq 1$ has a neutral cycle of length $m$, which is the analytic continuation of the attracting cycles of $W$. If $\rho(c) = 1$, then $P_c$ has a parabolic cycle whose length divides $m$. If the length of the cycle of $P_c$ is a proper divisor of $m$, then $c$ lies on the boundary of another hyperbolic component, from which $W$ is obtained by "budding." The point on $\partial W$ where $\rho(c) = 1$ is called the \textit{root} of $W$, and the point of $W$ where $\rho(c) = 0$ is called the \textit{center} of $W$.

\textbf{Example}. There are three superattracting cycles of period three, hence three hyperbolic components corresponding to attracting three-cycles. One of these is the largest bulb on the top of the main cardioid. At the root of the component, the cycle of period three coalesces to a parabolic fixed point with multiplier $e^{2\pi i/3}$, depicted in Figure 2 of Section 1. The second hyperbolic component is located in the symmetric position below the main cardioid. The third hyperbolic component is the largest component centered on the real axis between $-2$ and the Feigenbaum point. For a color close-up of this component of the Mandelbrot set, see Map 32 on p. 89 of [PeR]. The root of the component is a cusp, and it corresponds to a parabolic cycle of length three and multiplier 1.

3. Green’s Function of $\mathcal{J}_c$

For the analytic study of $P_c$, the conjugation map $\varphi_c(z)$ at $\infty$ is the natural tool,

$$\varphi_c(P_c(z)) = \varphi_c(z)^2.$$ 

It is uniquely determined and has the form $\varphi_c(z) = z + o(1)$ at $\infty$. Recall from the superattracting case of Chapter II that

$$\varphi_c(z) = \lim_{n \to \infty} P_c^n(z)^{2^{-n}},$$

which can be written

$$\varphi_c(z) = z \prod_{n=1}^{\infty} \left( \frac{P_c^n(z)}{(P_c^{n-1}(z))^2} \right)^{2^{-n}} = z \prod_{n=0}^{\infty} \left( 1 + \frac{c}{(P_c^n(z))^2} \right)^{2^{-n-1}}.$$ 

The functional equation for $\varphi_c$ allows us to extend $\log |\varphi_c(z)|$ harmonically to $A_c(\infty)$, where it coincides with Green’s function $G_c(z)$ for $A_c(\infty)$ with pole at $\infty$. From the discussion in Section II.4 we have the following.
Theorem 3.1. The logarithmic capacity of the Julia set $J_c$ is equal to 1 for all $c$.

In this case the functional equation for Green’s function is

$$G_c(P_c(z)) = 2G_c(z), \quad z \in A_c(\infty).$$

By the discussion in Section III.4, there are two cases that occur. If $c \in \mathcal{M}$, there are no critical points of $P_c$ (or $G_c$) in $A_c(\infty)$, and the equation $\varphi_c(z) = \sqrt{\varphi_c(P_c(z))}$ allows us to extend $\varphi_c(z)$ to a conformal map of all of $A_c(\infty)$ onto $\{ |\zeta| > 1 \}$. On the other hand, if $c \notin \mathcal{M}$, then $0 \in A_c(\infty)$, and $\varphi_c(z)$ extends analytically to the exterior $\{ G_c > G_c(0) \}$ of the level curve of Green’s function passing through the critical point 0, mapping it conformally onto $\{ |\zeta| > e^{G_c(0)} \}$. The level curve forms a figure-eight with cusp at 0, as in Section III.4, and $\varphi_c(z)$ approaches different values as $z$ approaches 0 from different sides.

Recall that Green’s lines are the orthogonal lines to the level curves of Green’s function. If $0 \in \mathcal{M}$, these are just the curves in $A_c(\infty)$ mapped by $\varphi_c(z)$ to rays in conjugation space. Even if $c \notin \mathcal{M}$, they are well-defined, and they cluster at the boundary of $A_c(\infty)$, except for at most countably many that meet a critical point of $G_c$. We define $\mathcal{R}(\theta, \mathcal{K}_c)$, called an external ray of $\mathcal{K}_c$, to be the Green’s line that corresponds to the ray $Re^{2\pi i \theta}$ in conjugation space, that is, the Green’s line with initial segment $\varphi_c^{-1}(Re^{2\pi i \theta})$, $e^{G_c(0)} < R < \infty$. Thus Green’s lines are parametrized by a parameter $\theta$ from 0 to 1 (mod 1), where as usual we measure angles in turns rather than radians. The action of $P_c$ on Green’s lines corresponds to doubling the angle in conjugation space, always reduced mod 1,

$$z \in \mathcal{R}(\theta, \mathcal{K}_c) \implies P_c(z) \in \mathcal{R}(2\theta, \mathcal{K}_c).$$

The dynamics of $P_c$ on dynamic space are closely related to the dynamics of the doubling transformation in $\theta$-space.

If the ray $\mathcal{R}(\theta, \mathcal{K}_c)$ terminates at a point $z_0 \in \mathcal{K}_c$, we say that $\theta$ is an external angle of $\mathcal{K}_c$ at $z_0$. If $c \in \mathcal{M}$ and $P_c$ has an attracting or parabolic cycle, then all external rays terminate, and all points of $J_c$ have at least one external angle. If $c \notin \mathcal{M}$, then $\mathcal{K}_c = J_c$ is totally disconnected, so $\mathcal{R}(\theta, J_c)$ terminates at a point of $J_c$ as soon as it is defined.
We extend the definition of Green's function $G$ for a domain $D$ by declaring it to be zero in the complement of $D$. With this convention in mind, we show that $G_c$ is Hölder continuous.

**Theorem 3.2.** For every $A > 0$, there exists $\alpha = \alpha(A) > 0$ so that Green's function $G_c$ is uniformly $\alpha$-Hölder continuous for $|c| \leq A$.

**Proof.** Assume $A \geq 10$. Let $z \in \mathbb{C} \setminus \mathcal{K}_c$ and let $\delta(z) = \text{dist}(z, \mathcal{K}_c)$. Let $z_0 \in \mathcal{K}_c$ be the point closest to $z$, and let $S$ be the straight line segment from $z_0$ to $z$. Take $N = N(z)$ to satisfy $|P^n(w)| < A$ for all $w \in S$ and all $n < N$, while $|P^N(z_1)| \geq A$ for some $z_1 \in S$. Using $P'(z) = 2z$ and the chain rule, we see that $|P^n(w)| \leq (2A)^n$ for all $n < N$ and $w \in S$. Also, $|P^n(z_0)| < 2\sqrt{A}$ for all $n$, or else the iterates would escape to $\infty$. The mean value theorem then implies

$$|P^N(z_1)| \leq 2\sqrt{A} + 2^N A^N \delta(z_1).$$

But $|P^N(z_1)| \geq A$, hence $2^N A^N \delta(z_1) \geq 1$, and $2^N A^N \delta(z) \geq 1$. For $\alpha = \log 2/(\log 2 + \log A)$ we then have $\delta(z)^\alpha > 2^{-N}$, so that

$$G(z) = G(P^N(z)) 2^{-N} \leq M \delta(z)^\alpha,$$

where $M$ depends only on $A$.

Consider two points $z_1, z_2$ and suppose $\delta(z_1) \geq \delta(z_2)$. We want to prove

$$|G(z_1) - G(z_2)| \leq C|z_1 - z_2|^\alpha.$$

If $|z_1 - z_2| > \frac{1}{2} \delta(z_1)$ this follows from the estimate above. If $|z_1 - z_2| \leq \frac{1}{2} \delta(z_1)$, just use the fact that $G(z)$ is a positive harmonic function in the disk $\Delta(z_1, \delta(z_1))$, to conclude

$$|G(z_1) - G(z_2)| \leq C_0 M \delta(z_1)^\alpha |z_1 - z_2|/\delta(z_1) \leq C|z_1 - z_2|^\alpha.$$

The preceding proof extends easily to polynomials of higher degree, and the corresponding theorem is due to N. Sibony (seminar talk, 1981). The idea of the proof has been used by J.E. Fornaess and N. Sibony (1992) to obtain Hölder continuity of Green's function associated with certain polynomial mappings (complex Hénon mappings) on $\mathbb{C}^2$. It can be shown that Green's function of a domain with uniformly perfect boundary is Hölder continuous, so Theorem III.3.3 leads to Hölder continuity also in the case of iteration of rational functions.
The Julia sets $\mathcal{J}_c$ for $|c| < A$ have Hausdorff dimension at least as large as the exponent $\alpha(A)$ of the preceding theorem. This follows from a theorem of Carleson (1963), that a compact subset of $\mathbb{R}^m$ is a set of removable singularities for $\alpha$-Hölder continuous harmonic functions if and only if it has zero $(m - 2 + \alpha)$-dimensional Hausdorff measure.

If $c \in \mathcal{M}$, we can prove directly that $G_c(z)$ is Hölder continuous with exponent $\alpha = 1/2$. In this case the map $f(w) = 1/\varphi_c^{-1}(1/w)$ is a normalized univalent function on $\Delta$, belonging to $S$. The estimate of Theorem I.1.7 for $f$ leads immediately to an estimate of the form $G_c(z) \leq C\delta(z)^{1/2}$ for $z$ in a neighborhood of $\mathcal{K}_c$, and the Hölder estimate follows as in the preceding proof. Note that the exponent $1/2$ is sharp, as can be seen by taking $c = -2 \in \mathcal{M}$, for which $\mathcal{J}_c$ is the interval $[-2, 2]$.

**Theorem 3.3.** If $c_n \to c$, then the corresponding Green’s functions $G_{c_n}(z)$ converge uniformly on $\mathcal{C}$ to $G_c(z)$. Thus $G_c(z)$ is jointly continuous in $c$ and $z$.

**Proof.** The uniform Hölder estimates show that the sequence of functions $G_{c_n}(z)$ is equicontinuous on compacta. Let $H$ be a uniform limit on compacta of a subsequence. Then $H$ is continuous, and $H$ is harmonic on the set $\{H > 0\}$. By the maximum principle, there are no bounded components of the set $\{H > 0\}$, just one unbounded component. Since the conjugating functions $\varphi_c$ depend analytically on $c$, $G_{c_n}(z) = \log |\varphi_{c_n}(z)|$ converges uniformly to $G_c(z) = \log |\varphi_c(z)|$ for $|z|$ large. It follows that $H = G_c$ on $A_c(\infty)$, hence everywhere. Since the limit $H$ is unique, we have uniform convergence of the original sequence. $\square$

4. Green’s Function of $\mathcal{M}$

Suppose $c \in \mathcal{C} \setminus \mathcal{M}$. As long as $G_c(z) > G_c(0) > 0$, the function $\varphi_c(z)$ is well-defined and analytic. This holds in particular for $z = c$, since $G_c(c) = 2G_c(0) > G_c(0) > 0$. Hence

$$\Phi(c) = \varphi_c(c) = c \prod_{n=0}^{\infty} \left(1 + \frac{c}{P^n_c(c)^2}\right)^{2^{-n-1}}$$
is analytic, \( \Phi \) has a simple pole at \( \infty \), and \( \log |\Phi(c)| = G_c(c) = 2G_c(0) \). By Theorem 3.3, \( G_c(c) \to 0 \) as \( c \to \mathcal{M} \), and consequently \( |\Phi(c)| \to 1 \) as \( c \to \mathcal{M} \). By the argument principle, \( \Phi \) assumes every value in \( \mathbb{C} \setminus \Delta \) exactly once on \( \mathbb{C} \setminus \mathcal{M} \), and \( \Phi \) maps \( \overline{\mathbb{C}} \setminus \mathcal{M} \) conformally onto the exterior of the closed unit disk \( \overline{\mathbb{C}} \setminus \Delta \). In particular, \( \overline{\mathbb{C}} \setminus \mathcal{M} \) is simply connected, and we obtain the theorem of Douady and Hubbard (1982), proved independently by N. Sibony (cf. [DH1]), that \( \mathcal{M} \) is connected.

Since \( \Phi(c) = c + \mathcal{O}(1) \) as \( c \to \infty \), Green's function of \( \overline{\mathbb{C}} \setminus \mathcal{M} \), which is \( \log |\Phi(c)| \), has the form \( \log |c| + o(1) \) at \( \infty \). Hence Robin's constant is 0, and \( \mathcal{M} \) has capacity 1. We state these results formally.

**Theorem 4.1.** The Mandelbrot set \( \mathcal{M} \) is connected and has logarithmic capacity equal to 1.

In analogy to the external rays of \( \mathcal{K}_c \), we define the external rays of \( \mathcal{M} \) to be Green's lines for \( \overline{\mathbb{C}} \setminus \mathcal{M} \), that is, the inverse images of radial lines under \( \Phi \). These are denoted by \( \mathcal{R}(\theta, \mathcal{M}) \), \( \theta \) between 0 and 1 (mod 1). If the ray terminates at \( c \in \mathcal{M} \), we say that \( \theta \) is an external angle of \( \mathcal{M} \) at \( c \). Observe that the external rays of \( \mathcal{M} \) are related to the external rays of \( \mathcal{K}_c \) in the sense that

\[
c \in \mathcal{R}(\theta, \mathcal{M}) \implies c \in \mathcal{R}(\theta, \mathcal{K}_c).
\]

It is not known whether every external ray of \( \mathcal{M} \) terminates, nor is it known whether the inverse \( \psi \) of \( \Phi \) extends continuously to map \( \partial \Delta \) onto \( \partial \mathcal{M} \). This latter question is equivalent by Carathéodory's theorem to \( \mathcal{M} \) being locally connected. A great deal of work has gone into this question. It may be of interest to note that this would follow if there were some uniform estimate of escape times for \( c \) in terms of its distance to \( \mathcal{M} \).

**Theorem 4.2.** Let \( \delta(c) = \text{dist}(c, \mathcal{M}) \). If there exists a decreasing function \( F(x) \geq 1 \) on \( [0, 1] \) such that

\[
\int_0^1 F(x)dx < \infty
\]

and

\[
|P_c^N(c)| > 5 \quad \text{for} \quad N \geq F(\delta(c)),
\]

then \( \mathcal{M} \) is locally connected.
\textbf{Proof.} Let } \psi : \{ |\zeta| > 1 \} \to \mathbb{C} \setminus \mathcal{M} \text{ be the inverse map to } \Phi(c). \text{ If we can show that } |\psi'(\zeta)| \leq H(|\zeta|) \text{ for some decreasing function } H(r) \text{ on } (1, \infty) \text{ such that }

\int_{1}^{2} H(r) dr < \infty,

\text{then } \psi \text{ is continuous up to the boundary, and we are done.}

Let } N \text{ be the first integer larger than } F(\delta(c)). \text{ Since } G(P_c(z)) = 2G(z), |P_c^N(c)| > 5 \text{ implies that } G_c(c) > C_0 2^{-N}. \text{ For } \zeta = \Phi(c) \text{ we have } G_c(c) = \log |\zeta| \sim |\zeta| - 1, \text{ so }

2^{-F(\delta(c))} \leq 2^{-N+1} \leq C_1(|\zeta| - 1).

The Koebe one-quarter theorem gives } |\psi'(\zeta)|(|\zeta| - 1) \leq 4\delta(c), \text{ so that }

2^{-F(|\psi'(\zeta)||\zeta|-1)/4} \leq C_1(|\zeta| - 1).

Setting } t = C_1(|\zeta| - 1) \text{ and solving } s = 2^{-F(st)} \text{ for } s, \text{ we find that }

\frac{1}{4C_1} |\psi'(\zeta)| \leq s \leq \frac{1}{t} F^{-1}\left(\frac{1}{\log 2} \log \frac{1}{t}\right).

Thus the function

\[ H(r) = \frac{4}{r-1} F^{-1}\left(\frac{1}{\log 2} \log \frac{1}{C_1(r-1)}\right) \]

has the desired properties, since

\[ \int_{1}^{2} H(r) dr = C_2 \int_{1}^{\infty} F^{-1}(x) dx \leq C_2 \int_{0}^{1} F(x) dx < \infty. \]

For a hyperbolic situation, \( N \sim C \log(1/\delta(c)), \) which is much faster than we need. Even an escape time estimate \( N \sim \delta(c)^{-1+\varepsilon} \) would be sufficient to prove \( \mathcal{M} \) is locally connected.

It would be of interest to run computer experiments to estimate the escape time \( N \) in terms of \( \delta(c) \) (recommendation: start near the Feigenbaum point). Towards this end we mention an effective algorithm, whose idea is due to J. Milnor and W. Thurston (in [Mi2]; for subsequent developments see [Pe], [Fi]). The algorithm estimates \( \delta(c) \) for \( c \notin \mathcal{M} \). It is based on the approximation arising from the Koebe one-quarter theorem,

\[ \delta(c) \sim \frac{|\Phi(c)| - 1}{|\Phi'(c)|}, \]
as in Theorem I.1.4. Set \( z_N(c) = P_c^N(0) \). We obtain by differentiation of \( \log \Phi(c) = 2^{-N+1} \log \varphi_c(z_N(c)) \) that

\[
\frac{|\Phi'(c)|}{\Phi(c)} = 2^{-N+1} \frac{\left| \varphi'_c(z_N(c)) \right|}{|\varphi_c(z_N(c))|}|z'_N(c)|.
\]

The approximation \( |\Phi(c)| - 1 \sim \log |\Phi(c)| = 2^{-N+1} \log |\varphi_c(z_N(c))| \) for \( N \) large yields

\[
\frac{|\Phi(c)| - 1}{|\Phi'(c)|} \sim \frac{|\varphi_c(z_N(c))| \log |\varphi_c(z_N(c))|}{|\Phi(c)||\varphi'_c(z_N(c))||z'_N(c)|}.
\]

The approximations \( |\Phi(c)| \sim 1, \varphi_c(z_N(c)) \sim z_N(c), \varphi'_c(z_N(c)) \sim 1 \) then lead to

\[
\delta(c) \sim |z'_N(c)|^{-1}|z_N(c)| \log |z_N(c)|, \quad c \notin \mathcal{M}, c \text{ near } \mathcal{M}, \text{ } N \text{ large}.
\]

The algorithm is then to compute successively \( z_0 = 0, z_{j+1} = P_c(z_j) \), until \( |z_N| > R \), and then compute the derivative of \( z_N(c) \) by the chain rule, \( z'_0 = 0, z'_{j+1} = 2z_jz'_j + 1 \). The approximator for \( \delta(c) \) is \( |z'_N|^{-1}|z_N| \log |z_N| \), and we can obtain good estimates for the error factor. The resolution of the pictures in [Pe] obtained by the distance-estimator algorithm is striking.

5. External Rays with Rational Angles

The external rays with \( \theta \) rational play a special role. We aim to show that these rays hit \( \mathcal{M} \) at well-defined points. If \( \theta = p/q \) with \( p \) and \( q \) relatively prime, then the cases with \( q \) odd or even are very different. If \( q \) is odd, the ray terminates at a point \( c \in \mathcal{M} \) with the property that \( 0 \) belongs to a parabolic component of \( \mathcal{F}(P_c) \). If \( q \) is even, it ends at a point \( c \) for which \( 0 \) is strictly preperiodic, that is, at a Misiurewicz point. The reason stems from a simple result on binary expansions.

Let \( \theta \in [0, 1] \) have binary expansion \( \theta = \sum_1^\infty \theta_j 2^{-j} \), where each \( \theta_j \) is 0 or 1. The function \( P_c \) acts on external rays by doubling \( \theta \) (and reducing modulo 1). This corresponds to shifting the sequence of binary coefficients backwards (and chopping). Evidently the sequence \( \{\theta_j\} \) is periodic if and only if \( 2^m \theta \equiv \theta \pmod{1} \) for some \( m \geq 1 \). The sequence is preperiodic if and only if \( 2^n \theta \equiv 2^k \theta \pmod{1} \) for some \( n > k \geq 0 \).
Theorem 5.1. Let $\theta = \sum_{j=1}^{\infty} \theta_j 2^{-j}$ be as above, with $0 < \theta \leq 1$. Then $\theta$ is rational if and only if the sequence $\{\theta_j\}$ is preperiodic. If $\theta = p/q$, where $p$ and $q$ are relatively prime integers, then $q$ is odd if and only if $\{\theta_j\}$ is periodic, and $q$ is even if and only if $\{\theta_j\}$ is strictly preperiodic.

Proof. Suppose $\theta = p/q = p/(2^k r)$ is rational, with $r$ odd, $p$ and $q$ relatively prime. Choose (by Euler’s generalization of Fermat’s little theorem) $m$ so that $2^m \equiv 1$ (mod $r$). Then

$$2^{(m+k)} \theta = 2^k \theta + 2^k j r \theta = 2^k \theta + j p = 2^k \theta,$$

so $\theta$ is preperiodic. If moreover $q$ is odd, then $k = 0$, and $\theta$ is periodic. Conversely, if $\theta$ is periodic, there are integers $m, n$ such that $2^m \theta = \theta + n$. Then $\theta = n/(2^m - 1)$ is rational, and the denominator must be odd. If $\theta$ is preperiodic, then $2^k \theta$ is periodic, and $\theta$ is again rational, with even denominator if $k \geq 1$. □

Theorem 5.2. If $\theta$ is rational, then $\mathcal{R}(\theta, \mathcal{M})$ terminates at a point $a \in \partial \mathcal{M}$. If $\theta$ has even denominator, then $a$ is a Misiurewicz point, whereas if $\theta$ has odd denominator, then $P_a$ has a parabolic cycle.

Proof. The proof, which is long, proceeds in outline as follows. If $\text{dist}(c, \mathcal{J}_c) \to 0$ as $c$ tends to $a$ along $\mathcal{R}(\theta, \mathcal{M})$, it is rather easy to see that $a$ is a Misiurewicz point and $\theta$ has even denominator. If $\text{dist}(c, \mathcal{J}_c)$ does not converge to 0 as $c$ tends to $a$ along $\mathcal{R}(\theta, \mathcal{M})$, it is again easy to see that a parabolic component of the Fatou set is created for $P_a$. The main problem concerns the relation between the parabolic periodic points and the ray $\mathcal{R}(\theta, \mathcal{K}_a)$, which eventually yields the result that $\theta$ has odd denominator.

So let $\theta$ be rational with period $\ell$, say $2^{\ell+k} \theta = 2^k \theta$, where $\ell \geq 1$ and $k \geq 0$ are minimal. If $c \in \mathcal{R}(\theta, \mathcal{M})$, then both $P^k_c(c)$ and $P_c^{\ell+k}(c)$ belong to $\mathcal{R}(2^k \theta, \mathcal{J}_c)$. Moreover, these points have uniformly bounded hyperbolic distance from each other in $\overline{\mathcal{C}} \setminus \mathcal{J}_c$. To see this, it suffices by Theorem I.4.2 to bound the hyperbolic distance between them in the simply connected subdomain $\{G_c > G_c(0)\}$ of $A_c(\infty)$. This subdomain is mapped conformally to the unit disk by $e^{G_c(0)}/\varphi_c(z)$, and the points are mapped to points with radii $r^{k+1}$ and $r^{\ell+k+1}$ on the same radial segment, where $r = e^{-G_c(0)}$. The hyperbolic distance between these points in the unit disk is bounded, independent of $r$ (for fixed $\ell$).
Fix a cluster point \( a \in \partial \mathcal{M} \) of \( \mathcal{R}(\theta, \mathcal{M}) \). Suppose first there are points \( c_j \) in \( \mathcal{R}(\theta, \mathcal{M}) \) converging to \( a \) such that the distance from \( c_j \) to \( \mathcal{J}_{c_j} \) tends to 0. The lower estimate of Theorem I.4.3 featuring \( \delta \log(1/\delta) \) shows that hyperbolic disks of uniformly bounded hyperbolic radius have euclidean diameters tending to 0 as the centers approach the boundary. Thus \( |P_{c_j}^{\ell+k}(c_j) - P_{c_j}^k(c_j)| \to 0 \), and in the limit we obtain \( P_{a}^{\ell+k}(a) = P_{a}^k(a) \). Thus \( a \) is preperiodic. Now the cycles containing 0 are superattracting and correspond to points in the interior of \( \mathcal{M} \). Since \( a \in \partial \mathcal{M} \) and since 0 is its only predecessor, \( a \) must be strictly preperiodic, that is, \( a \) is a Misiurewicz point. Thus \( k \geq 1 \), and \( \theta \) has even denominator.

Next we analyze the case in which there are points \( c_j \) in \( \mathcal{R}(\theta, \mathcal{M}) \) converging to \( a \) such that the distances from \( c_j \) to \( \mathcal{J}_{c_j} \) are bounded away from 0. This situation occurs for instance for the rays \( \mathcal{R}(0, \mathcal{J}_c) \) as \( c > 1/4 \) decreases to 1/4, as illustrated in Figure 5, Section 1. The disconnected set \( \mathcal{J}_c \) closes up, and the limit ray goes into the “interior.” The point \( c \) on the ray converges to 1/4, strictly inside the filled-in Julia set \( \mathcal{K}_{1/4} \), which has the parabolic fixed point \( z = 1/2 \) on its boundary.

Assuming \( \text{dist}(c_j, \mathcal{J}_{c_j}) \geq \delta > 0 \), Green’s function \( G_{c_j}(z) \) is positive and harmonic in \( \Delta(c_j, \delta) \) and \( G_{c_j}(c_j) \to 0 \). Hence \( G_a(z) = 0 \) on \( \Delta(a, \delta) \), and \( a \) belongs to a bounded component \( U \) of the Fatou set of \( P_a \). Since \( a \in \partial \mathcal{M} \), \( U \) is not an attracting component. Since \( a \in U \), there are no Siegel disks. Hence \( U \) is in the basin of attraction of a parabolic cycle in \( \mathcal{J}_a \).

Suppose \( z_j \in \mathcal{R}(\theta, \mathcal{K}_a) \) clusters at \( q_0 \in \mathcal{J}_a \). Arguing as before, this time in dynamic space, we see that \( q_0 \) must satisfy \( P_{a}^{\ell+k}(q_0) = P_{a}^k(q_0) \). Since the solutions of this equation form a finite set, the ray must actually terminate at \( q_0 \). Then \( \mathcal{R}(2^k \theta, \mathcal{K}_a) \) terminates at the point \( q = P_{a}^k(q_0) \), and \( q \) is a periodic point with period dividing \( \ell \). Our first goal is to show that \( q \) is a parabolic periodic point.

Suppose not. Since there is at most one attracting or neutral cycle, the cycle of \( q \) is repelling. As \( c_j \to a \), \( \mathcal{R}(\theta, \mathcal{J}_{c_j}) \to \mathcal{R}(\theta, \mathcal{K}_a) \) in the sense that every compact part of \( \mathcal{R}(\theta, \mathcal{K}_a) \) is approached by \( \mathcal{R}(\theta, \mathcal{J}_{c_j}) \). The appropriate branch of \( P_{a}^{-\ell} \) has an attracting fixed point at \( q \), so there is a disk \( \Delta(q, \varepsilon) \) in the basin of attraction of \( q \) mapped into a disk of smaller radius by \( P_{a}^{-\ell} \). By the implicit function theorem (see Lemma III.2.5), \( P_{c}^{-\ell} \) has an attracting fixed point \( q(c) \) near \( q = q(a) \) for all \( c \) near \( a \), whose basin of attraction includes
\( \Delta(q, \varepsilon) \) and which maps \( \Delta(q, \varepsilon) \) into a compact subset of itself. For \( c \) near \( a \) the ray \( R(2^k \theta, \mathcal{J}_c) \) remains in the disk \( \Delta(q, \varepsilon) \) for a long parameter interval, and the ray is invariant under \( P^\ell_c \), so the ray must terminate at \( q(c) \). Thus for \( c \) near \( a \) the rays \( R(2^k \theta, \mathcal{J}_c) \) are uniformly bounded away from the parabolic cycle. On the other hand, \( c_j \) belongs to \( R(\theta, \mathcal{J}_{c_j}) \) and \( c_j \to a \), so \( P^\ell_{c_j} + k(c_j) \) belongs to \( R(2^k \theta, \mathcal{J}_{c_j}) \) and converges to \( P^\ell_{c} + k(a) \). Consequently \( P^\ell_{c} + k(a) \) is bounded away from the parabolic cycle. This contradicts the fact that \( a \) is in the basin of attraction of the cycle. We conclude that \( q \) is a parabolic periodic point.

The rays \( R(2^{j+k} \theta, \mathcal{K}_a) \) terminate at \( P^\ell_a(q) \), so the condition on \( \theta \) gives \( P^\ell_a(q) = q \). Since \( P^\ell_a \) leaves \( R(2^k \theta, \mathcal{K}_a) \) invariant, it does not rotate the petals at \( q \), and \( (P^\ell_a)'(q) = 1 \). Now the solution set of the pair of equations \( P^\ell_c(z) = z \), \( (P^\ell_c)'(z) = 1 \), is a complex analytic variety in \((z, c)\)-space. For each fixed \( z \), the variety is bounded (in fact, \( c \in \mathcal{M} \)), so that \( c \) is locally constant on the variety. For fixed \( c \), there are only finitely many solutions \( z \). It follows that the variety is finite, and there are only finitely many possibilities for \( a \).

Since there are also only finitely many solutions of \( P^\ell_{a} + k(a) = P^k_a(a) \), there are only finitely many possibilities for the cluster points \( a \) of the ray \( R(\theta, \mathcal{M}) \). It follows that the ray terminates, and the first statement of the theorem is proved. It remains to show in the parabolic case that \( \theta \) has odd denominator. For this, we begin by showing that the terminal point \( q_0 \) of the ray \( R(\theta, \mathcal{K}_a) \) is actually a parabolic periodic point, and then we will argue that \( \theta \) is periodic.

We parametrize \( R(\theta, \mathcal{J}_{c_j}) \) by \( z_j(t) = \varphi^{-1}_{c_j}(e^{t \cdot 2\pi i \theta}) \), \( t > 0 \), so that \( G_{c_j}(z_j(t)) = t \). Let \( q_1 \) be the first point in the parabolic cycle that is a cluster point of the rays \( R(\theta, \mathcal{J}_{c_j}) \) as they come in from \( \infty \). By this we mean that for \( \varepsilon > 0 \) small and \( j \) large, there is \( t_j > 0 \) such that \( |z(t_j) - q_1| = \varepsilon \), while the distance from \( z_j(t) \) to other points of the parabolic cycle is bounded away from 0 for all \( t > t_j \), uniformly in \( j \). There is then \( \beta > 0 \) such that \( |P^\ell_{c_j}(z_j(t)) - z_j(t)| \geq \beta \) for \( t \geq t_j \). Consider \( g_j(\xi) = \varphi^{-1}_{c_j}(1/\xi) \), which is univalent for \( |\xi| < \exp(-G_{c_j}(0)) = \rho_j \). Note that \( t_j > G_{c_j}(c_j) = 2G_{c_j}(0) \) for \( j \) large, so \( |g_j^{-1}(z_j(t))| = e^{-t} < \rho_j^2 \) for \( t \geq t_j \), and the points \( g_j^{-1}(z_j(t)) \), \( t \geq t_j \), are uniformly bounded in the hyperbolic metric of the disk \( \Delta(0, \rho_j) \) on which \( g_j \) is univalent. Now if \( t \geq t_j \) and \( g_j^{-1}(z_j(t)) = re^{2\pi i \theta} \), then \( g_j^{-1}(P^\ell_{c_j}(z_j(t))) = r^2 e^{2\pi i \theta} \) is at a uniformly bounded hyperbolic distance from \( g_j^{-1}(z_j(t)) \) in the disk \( \Delta(0, \rho_j) \).
Since \(|g_j (re^{2\pi i \theta}) - g_j (r^{2\ell} e^{2\pi i \theta})| \geq \beta\), we see from the distortion theorem scaled to \(\Delta(0, \rho_j)\) that for some small \(\delta > 0\) the image of \(\Delta(0, \rho_j)\) under \(g_j\) contains a disk centered at \(\varphi_{c_j} (re^{2\pi i \theta})\) of radius \(\delta\). Here \(\delta\) depends on \(\varepsilon\) and \(\beta\) but not on \(j\). Thus for \(j\) large, \(\mathcal{R}(\theta, \mathcal{J}_c)\) stays at a uniform distance \(\delta\) from \(\mathcal{J}_c\), and hence at a uniform distance from \(\mathcal{J}_a\), until entering an \(\varepsilon\)-neighborhood of \(q_1\). It follows that \(q_1\) must coincide with the terminal point \(q_0\) of \(\mathcal{R}(\theta, \mathcal{K}_a)\). Thus \(q_0\) is a parabolic periodic point. (With a little additional effort, we could establish that \(q_0 = q\). The limit of the rays \(\mathcal{R}(c_j, \mathcal{J}_{c_j})\) is a ray which traverses \(\mathcal{R}(\theta, \mathcal{K}_a)\) to the parabolic point \(q\), then makes a sharp turn depending on the number of petals, and continues upstream along the flow lines in the basin of attraction of \(q\) to the critical value \(a\) and beyond.)

For \(j \geq 1\), the rays \(\mathcal{R}(2^{j\ell} \theta, \mathcal{K}_a)\) terminate at \(P_{a}^{j\ell}(q_0)\). Take \(n\) so that \(n\ell \geq k\). The preperiodicity condition shows that these rays coincide for \(j \geq n\), and in particular they terminate at the same point \(P_{a}^{\ell}(q_0)\). Since \(P_{a}^{\ell}\) maps this family of rays to itself, and since \(P_{a}^{\ell}\) is conformal near \(q_0\), there can be only one ray in the family. Hence \(\mathcal{R}(\theta, \mathcal{K}_a)\) is invariant under \(P_{a}^{\ell}\). We conclude that \(2^{\ell} \theta \equiv \theta\), and \(\theta\) is periodic. \(\square\)

Note in the parabolic case that the period \(\ell\) of \(\theta\) coincides with the number of petals of the parabolic cycle of \(P_a\). Indeed, the proof shows that \(\ell\) divides the total number \(N\) of petals (= number cusps). By Theorem III.2.3, each petal contains a critical point of \(P_{a}^{N}\), so that the orbit of \(a\) hits each petal. Thus \(P_a\) permutes the cusps cyclically, and \(\ell = N\).

Theorem VII.2.2 shows that there are a finite number of repelling arms for \(P_{a}^{\ell}\) terminating at any parabolic periodic point \(q\), and these arms fill out the unbounded component of the Fatou set near \(q\). Using Lindelöf’s theorem, we deduce that through each repelling arm travels exactly one external ray of \(\mathcal{K}_a\) that terminates at \(q\). Now \(P_{a}^{\ell}\) leaves each cusp between consecutive petals invariant, it permutes the rays terminating at \(q\), and it preserves the circular order of the rays. It follows that each ray is invariant under \(P_{a}^{\ell}\), and furthermore the same number of external rays terminate through each cusp at each point of the cycle. It turns out that at most two rays terminate through each cusp. More precise information will be given in Theorem 7.1.
FIGURE 9. External rays terminating at period-three parabolic points of $\mathcal{M}$.

**Example.** Consider the external angles whose binary representations have period three. There are exactly six of them, $1/7, \ldots, 6/7$, and each corresponding ray terminates at a parabolic point $a \in \partial \mathcal{M}$ for which there is a cycle of attracting petals of length three (see Figure 9). Either $P_a$ has a parabolic fixed point with multiplier $e^{\pm 2\pi i/3}$, or $P_a$ has a parabolic cycle of period three and multiplier 1. The equations give only three possibilities for $a$, and these are the roots of the three hyperbolic components corresponding to attracting three-cycles. The rays $\mathcal{R}(1/7, \mathcal{M})$ and $\mathcal{R}(2/7, \mathcal{M})$ terminate at the point of tangency of the main cardioid and the big bulb at the top of the main cardioid. The two rays approach their terminal point from opposite directions and cut the Mandelbrot set into two pieces. Their reflections in the lower half-plane are the rays $\mathcal{R}(5/7, \mathcal{M})$ and $\mathcal{R}(6/7, \mathcal{M})$. The rays $\mathcal{R}(3/7, \mathcal{M})$ and $\mathcal{R}(4/7, \mathcal{M})$ approach the root $r$ of the third component from above and below the real axis. (See the example in Section 2.) In the dynamic plane, the two rays $\mathcal{R}(3/7, \mathcal{K}_r)$ and $\mathcal{R}(4/7, \mathcal{K}_r)$ approach a parabolic periodic point $q$ on the real axis of period three from the respective half-planes. There is only one attracting petal at $q$. This provides the simplest example for which there is more than one ray terminating through the same cusp at a parabolic periodic point.
6. Misiurewicz Points

We turn now to a discussion of the converse to Theorem 5.2, that all Misiurewicz points and all points in $\mathcal{M}$ corresponding to parabolic cycles are the endpoints of rays $\mathcal{R}(\theta, \mathcal{M})$ with $\theta$ rational. This involves the construction of curves in the complement of $\mathcal{M}$ that terminate at the point, and in turn this involves the deformation of paths in the Fatou sets $\mathcal{F}(P_c)$ as we vary the parameter $c$. In the case of Misiurewicz points, we are deforming rays that terminate at repelling periodic points, which is considerably easier than deforming rays terminating at parabolic periodic points. (Viewed this way, repelling points are attractive.) In this section, we give a reasonably complete treatment of the repelling (Misiurewicz) case. In the final section, we content ourselves with describing the results and indicating a deformation method for the parabolic case.

We begin with a more detailed description of the Julia set corresponding to a Misiurewicz point. Let $a$ be a Misiurewicz point, with critical orbit

$$0 \rightarrow a \rightarrow P_a(a) \rightarrow \cdots \rightarrow P_a^k(a) \rightarrow \cdots \rightarrow P_a^{m+k}(a) = P_a^k(a),$$

so that $a$ enters the cycle at the $k$th iteration and the cycle has period $m$. Since $P_a$ is subhyperbolic, the cycle is repelling. Since the only preimage of $a$ is 0, the critical value $a$ does not belong to the cycle, and $k \geq 1$. By Theorem V.4.2 the Julia set $\mathcal{J}_a = \mathcal{K}_a$ is a dendrite, and the inverse of the conjugating map $\varphi_a$ extends continuously to map the unit circle onto $\mathcal{J}_a$. Thus every external ray $\mathcal{R}(\theta, \mathcal{K}_a)$ terminates at a point of $\mathcal{K}_a$, and every point of $\mathcal{K}_a$ has at least one external angle.

By Theorem VII.2.2, there are a finite number $N$ of repelling arms at $P_a^k(a)$, and these fill out the Fatou set near $P_a^k(a)$. From Lindelöf’s theorem (Theorem I.2.2) we see that through each repelling arm there is exactly one external ray terminating at $P_a^k(a)$. The appropriate inverse branch of $P_a^{-k}$ maps these onto $\mathcal{K}_a$ that fill out the Fatou set near $a$, each of which has exactly one external ray terminating at $a$. Let the external angles of $\mathcal{K}_a$ at $a$ be $\theta_1, \ldots, \theta_N$. The successive images of the $i$th arm under $P_a$ then have external angles $2\theta_i, 4\theta_i, \ldots$, all reduced mod 1. The external angles are circularly ordered, and since $P_a$ preserves the order, so does the doubling operation on the external angles. Thus if one of the repelling arms at $P_a^k(a)$ has period $\ell$, they all do, and consequently
$2^{k+\ell} \theta_i \equiv 2^k \theta_i$ for $1 \leq i \leq N$, that is, each of the $\theta_i$'s is strictly preperiodic, $k$ is the first integer such that $2^k \theta_i$ is periodic, and the periods are all the same, equal to the period $\ell$ of the repelling arms.

**Example.** Consider the ray $\mathcal{R}(1/6, \mathcal{M})$, which terminates at some $a \in \mathcal{M}$ with $\text{Im} \ a \geq 0$. The binary representation $1/6 \sim (0,0,1,0,1,0,1,...)$ is strictly preperiodic. From this representation we deduce that $P_a^3(a) = P_a(a)$. Now

$$P_c^3(c) - P_c(c) = c^3(c+2)(c+1)^2(c^2+1).$$

The roots 0 and −1 corresponding to superattracting cycles can be discarded. The ray cannot terminate at −2, which is at the left tip of $\mathcal{M}$. The only possibility is that $\mathcal{R}(1/6, \mathcal{M})$ terminates at $i$. The arms at $P_i(i) = i - 1$ have period two. Since $i - 1 \rightarrow -i$, there can be only one arm at each of the points $i - 1$ and $-i$, so these points lie at tips of the dendrite, as does $a = i$. See the figure in Section V.4.

**Example.** Let $a$ be a Misiurewicz point such that $P_a^2(a)$ is a fixed point for $P_a$, that is, such that $P_a^3(a) = P_a^2(a)$. Since

$$P_c^3(c) - P_c^2(c) = c^8 + 4c^7 + 6c^6 + 6c^5 + 4c^4 = c^4(c+2)(c^3 + 2c^2 + 2c + 2),$$

we find upon discarding the superattracting cycle exactly four possibilities. The root $a = -2$ corresponds to the critical orbit $0 \rightarrow -2 \rightarrow 2 \rightarrow 2 \rightarrow \cdots$, so $P_a(a)$ is already a fixed point. The cubic factor has one real root $r_0 \approx -1.54369$ and two complex roots. One can verify that the rays with external angles

$$\frac{5}{12} \sim (0,1,1,0,1,0,1,...), \quad \frac{7}{12} \sim (1,0,0,1,0,1,0,...),$$

correspond to a Misiurewicz point $a$ on the real axis with two repelling arms, one above and one below the real axis, which are interchanged by $P_a$, and that this $a$-value coincides with $r_0$. The complex roots correspond to rays with external angles $1/4 \sim (0,0,1,1,1,...)$ and $3/4 \sim (1,1,0,0,0,...)$.

Now we wish to transfer information about the Julia set at $a$ to the parameter plane, to obtain information about $\mathcal{M}$ at $a$. We continue with the notation above.

Consider again the polynomial $Q(z,c) = P_c^m(z) - z$ in $z$ and $c$. Denote by $z_0 = z_0(a)$ the first point $P_a^k(a)$ of the repelling cycle,
and denote by $\lambda(a)$ the multiplier of the cycle, so that $|\lambda(a)| > 1$. Then $z_0$ is a fixed point of $P_a^m$, so $Q(z_0, a) = 0$. As before, the implicit function theorem guarantees that the equation $Q(z, c) = 0$ has a unique solution $z_0(c)$ near $z_0(a)$ for $c$ near $a$, which depends analytically on $c$. The point $z_0(c)$ is a repelling periodic point of period $m$ for $P_c$, with multiplier $\lambda(c)$ depending analytically on $c$.

Let $h_c$ map a disk $\{ |\zeta| < \delta \}$ to a neighborhood of $z_0(c)$, so that $h_c$ is a conjugation of $P_c^m$ and multiplication by $\lambda(c)$:

$$h_c(\lambda(c)\zeta) = P_c^m(h_c(\zeta)), \quad \lambda(c)h_c^{-1}(z) = h_c^{-1}(P_c^m(z)), \quad |\zeta| < \delta.$$  

We normalize $h_c$ so that $h'_c(0) = 1$, and then $h_c$ depends analytically on the parameter $c$.

Fix an external angle $\theta_j$ of $\mathcal{K}_a$ at $a$, and let $\phi \equiv 2^k \theta_j$, so that $\mathcal{R}(\phi, \mathcal{K}_a)$ terminates at $z_0(a)$. We consider the rays $\mathcal{R}(\phi, \mathcal{K}_c)$ for $c$ near $a$. These vary analytically with $c$ outside any neighborhood of $z_0(a)$. Near $z_0(c)$ the rays are invariant under $P_c^{-m}$, and the relation

$$P_c^{-m}(z) = h_c\left(\frac{1}{\lambda(c)}h_c^{-1}(z)\right)$$

shows that the rays terminate at $z_0(c)$, uniformly for $c$ near $a$. For fixed $t > 0$, let $z_t(c)$ be the point on the ray $\mathcal{R}(\phi, \mathcal{K}_c)$ that satisfies $G_c(z_t(c)) = t$, that is,

$$\varphi_t(z_t(c)) = e^t e^{2\pi i \phi}, \quad t > 0.$$  

Then $z_t(c)$ depends continuously on $t$ and $c$, $z_t(c)$ depends analytically on $c$ for each fixed $t$, and $z_t(c)$ tends to $z_0(c)$ uniformly for $c$ near $a$ as $t$ decreases to 0.

Now $z_0(c)$ does not coincide identically with $P_c^k(c)$ near $a$, or we would have $P_c^{m+k}(c) = P_c^k(c)$ identically. Thus for some $\nu \geq 1$ and $A_\nu \neq 0$, we have

$$z_0(c) - P_c^k(c) = A_\nu(c - a)^\nu + \mathcal{O}(|c - a|^{\nu+1}).$$

For $t > 0$ small, the equation $z_t(c) - P_c^k(c) = 0$ has $\nu$ solutions $c_1(t), \ldots, c_\nu(t)$ counting multiplicities, depending continuously on $t$ and tending to $a$ as $t \to 0$. In particular, $P_{c_i(t)}^k(c_i(t)) \in \mathcal{R}(\phi, \mathcal{K}_{c_i(t)})$.

By applying the appropriate branch of $P_{c_i(t)}^{-k}$, we obtain $c_i(t) \in \mathcal{R}(\theta_j, \mathcal{K}_{c_i(t)})$. Hence $c_i(t) \in \mathcal{R}(\theta_j, \mathcal{M})$, and it follows that $\mathcal{R}(\theta_j, \mathcal{M})$ terminates at $a$. We have proved the following.
THEOREM 6.1. If $a$ is a Misiurewicz point, then there are a finite number of external rays $\mathcal{R}(\theta_j, \mathcal{K}_a)$ of $\mathcal{K}_a$ that terminate at $a$. Each external angle $\theta_j$ of $\mathcal{K}_a$ at $a$ is rational and strictly preperiodic. Moreover, each ray $\mathcal{R}(\theta_j, \mathcal{M})$ of the Mandelbrot set terminates at $a \in \mathcal{M}$. In particular, every Misiurewicz point belongs to $\partial \mathcal{M}$ and is the terminal point of $\mathcal{R}(\theta, \mathcal{M})$ for some strictly preperiodic $\theta$.

We wish to analyze the situation at the point $a$ more carefully. We aim to show that the Julia set $\mathcal{J}_a$ is asymptotically similar at $a$ to the Mandelbrot set $\mathcal{M}$, and in particular if $\overline{\mathbb{C}} \setminus \mathcal{J}_a$ has $N$ arms at $a$, then $\overline{\mathbb{C}} \setminus \mathcal{M}$ also has $N$ arms at $a$. We begin by showing that the multiplicity $\nu$ above is 1.

**Lemma 6.2.** With the notation above, $z_0(c) - P^k_c(c)$ has a simple zero at $a$, as does $P^{m+k}_c(c) - P^k_c(c)$.

**Proof.** From
\[ \varphi_{c_i(t)}(P^k_{c_i(t)}(c_i(t))) = \varphi_{c_i(t)}(z_t(c_i(t))) = e^t e^{2\pi i \phi}, \]
we have, since $c_i(t) \in \mathcal{R}(\theta_j, \mathcal{K}_{c_i(t)})$, that
\[ \varphi_{c_i(t)}(c_i(t)) = e^{t/2^k} e^{2\pi i \theta_j}. \]
Since $\Phi$ is one-to-one, the $c_i(t)$'s coincide, call their common value $c(t)$. Thus
\[ z_t(c) - P^k_c(c) = \mathcal{O}(|c - c(t)|^\nu), \quad c \to c(t). \]
Now $\varphi_c(z) = e^t e^{2\pi i \phi} + \mathcal{O}(|z - z_t(c)|)$, so
\[ \Phi(c)^{2^k} = \varphi_c(P^k_c(c)) = e^t e^{2\pi i \phi} + \mathcal{O}(|c - c(t)|^\nu), \quad c \to c(t). \]
But $\Phi(c)^{2^k}$ has nonzero derivative at $c = c(t)$. We conclude that $\nu = 1$, and $z_0(c) - P^k_c(c)$ has a simple zero at $a$. We calculate
\[ \frac{d}{dc} \left[ P^{m+k}_c(c) - P^k_c(c) \right]_{c=a} = (\lambda(a) - 1) \frac{d}{dc} \left[ P^k_c(c) - z_0(c) \right]_{c=a}, \]
so the second statement is equivalent to the first. \(\square\)

For $c$ near $a$, define
\[ Z(c) = h_a \circ h^{-1}_c(P^k_c(c)) = z_0(a) + \mathcal{O}(|c - a|). \]
Since \( h_c'(0) = 1 \), we have \( h_c^{-1}(P_c^k(c)) = P_c^k(c) - z_0(c) + \mathcal{O}(|P_c^k(c) - z_0(c)|^2) \). From the preceding lemma, \( h_c^{-1}(P_c^k(c)) \) has a simple zero at \( a \), so \( Z(c) \) is univalent near \( a \).

We wish to compare the orbits \( P_c^{jm+k}(c) \) and \( P_a^{jm}(Z(c)) \), \( j \geq 1 \). We compare the orbits in conjugation space, where the dynamics are simply multiplication by \( \lambda(c) \) and \( \lambda(a) \), respectively. We have defined \( Z(c) \) so that the starting points \( \zeta_0 = h_c^{-1}(P_c^k(c)) = h_a^{-1}(Z(c)) \) are the same, and at time \( jm \) we have \( \lambda(c)^j \zeta_0 \) and \( \lambda(a)^j \zeta_0 \), respectively. We iterate until we are about to leave a disk of fixed size, say \( \{ |\zeta| \leq C_1 \} \), at the \( J \)th iteration, where \( J = J(c) \). For \( \zeta_0 \) we have the estimate

\[
|\zeta_0| = |h_a^{-1}(Z(c))| \geq C_0|c - a|,
\]

since \( h_a^{-1} \) is analytic and \( h_a^{-1}(z_0(a)) = 0 \). Thus \( C_0|c - a||\lambda(a)|^J \leq C_1 \), and

\[
J \leq C_2 \log \frac{1}{|c - a|}.
\]

Since \( \lambda(c) \) is an analytic function of \( c \), we have \( \lambda(c)/\lambda(a) = 1 + \mathcal{O}(|c - a|) \), and thus

\[
|\lambda(c)^J \zeta_0 - \lambda(a)^J \zeta_0| = |\zeta_0||\lambda(a)|^J|1 - (\frac{\lambda(c)}{\lambda(a)})|^J| \\
\leq C_1|1 - (1 + \mathcal{O}(|c - a|))^J| \\
\leq C_3|c - a| \log \frac{1}{|c - a|}.
\]

Going back to the \( z \)-plane, we obtain an estimate of the form

\[
|P_c^{jm+k}(c) - P_a^{jm}(Z(c))| \leq C|c - a| \log \frac{1}{|c - a|} \tag{6.1}
\]

so long as the iterates remain inside a fixed disk centered at \( z_0(a) \).

Fix a repelling arm for \( P_a^m \) at \( P_a^k(a) = z_0(a) \), call it \( S \). Parametrize \( S \) by \( \xi = \varphi(z) \), so \( \alpha < \Im \xi < \beta \) and \( P_a^m \) is translation by \( 1 \) in the \( \xi \)-coordinate. Let \( S_\varepsilon \) be the subset of \( S \) represented by parameter values \( \alpha + \varepsilon \leq \Im \xi \leq \beta - \varepsilon \), \( \Re \xi \leq \gamma \). Let \( T_\varepsilon \) be a period rectangle in \( S_\varepsilon \) of the form \( \{ z \in S_\varepsilon : \gamma - 1 \leq \Re \xi \leq \gamma \} \), where \( \gamma \) is large negative so that \( T_\varepsilon \) is close to \( a \). Let \( V_\varepsilon \) be a neighborhood of \( T_\varepsilon \) that is compact in \( S \). Choose \( N_0 \) so that all points in \( V_\varepsilon \) are iterated to \( |z| > 4 \) in at most \( N_0 \) steps by \( P_c \) for all \( c \) near \( a \).

We claim that if \( c \) is near \( a \) and \( Z(c) \in S_\varepsilon \), then \( c \notin \mathcal{M} \). Indeed the estimate (6.1) shows that when eventually the iterates \( P_a^{jm}(Z(c)) \) hit
$T_\varepsilon$, the corresponding iterates $P_c^{im+k}(c)$ hit $V_\varepsilon$, from whence in $N_0$ more steps they move to $|z| \geq 4$ and then beyond towards $\infty$. Thus the image of $S$ under $Z^{-1}$ is asymptotic to an “arm” of $\overline{C\setminus M}$ at $a$.

Now suppose that $\phi = 2^k \theta_j$ is the external angle of the ray terminating at $z_0(a)$ through $S$. Since the ray $R(\phi, K_a)$ is periodic in $\xi$-space, it lies in $S_{2\varepsilon}$ for $\varepsilon > 0$ small. For $c(t)$ near $a$ the ray $R(\phi, K_{c(t)})$ passes through $T_\varepsilon$. Hence for $c(t)$ sufficiently close to $a$, we obtain from (6.1) that $P_a^{jm}(Z(c(t))) \in V_\varepsilon$, and consequently $Z(c(t)) \in S$. Thus the ray $R(\theta_j, M)$ terminates at $a$ through the set $Z^{-1}(S)$. The argument shows in fact that the hyperbolic distance between points of $R(\theta_j, K_a)$ and $R(\theta_j, M)$, with respect to $\overline{C\setminus M}$, tends to $0$ as the rays tend to their common terminal point $a$. We have proved the following version of a theorem of Tan Lei (Exposé No. XXIII of [DH2]).

**Theorem 6.3.** Let $a \in M$ be a Misiurewicz point. Let $\theta_1, \ldots, \theta_N$ be the external angles of $J_a$ at $a$, and let $L_j$ be the arm of $F_a$ containing $R(\theta_j, J_a)$, so that $S_j = P_a^k(L_j)$ is a repelling arm at $P_a^k(a)$ as above, and $L_1, \ldots, L_N$ fill out the Fatou set near $a$. Parametrize $L_j$ by $\zeta$ in a strip $a_j < \text{Im} \zeta < b_j$, $\text{Re} \zeta \to -\infty$, and for $\varepsilon > 0$ small let $L_{j,\varepsilon}$ be the subset of the arm corresponding to $a_j + \varepsilon < \text{Im} \zeta < b_j - \varepsilon$. Let $Z$ be as above, and define the conformal map $g = Z^{-1} \circ P_a^k$, so that $g(a) = a$ and $g'(a) \neq 0$. Then $g(L_{j,\varepsilon})$ eventually lies in $\overline{C\setminus M}$, and the ray $R(\theta_j, M)$ terminates at $a$ through $g(L_{j,\varepsilon})$.

One can note that computer-generated pictures of certain pieces of the Mandelbrot set in parameter space look strikingly similar to pieces of Julia sets in dynamic space, with swirling arms configured in the same pattern. See particularly Figures 4.22 and 4.23 on pages 204-206 of [Pe], and also the figures in [Ta]. An important step in the proof of Shishikura [Sh2] that the boundary of the Mandelbrot set has Hausdorff dimension two hinges on the local similarity of the Mandelbrot set and Julia sets.

7. Parabolic Points

As noted before, the analysis of parabolic points of $M$ is more difficult than that of Misiurewicz points. We summarize the situation
in Theorems 7.1 and 7.2, without supplying detailed proofs. For a complete discussion, see [DH2].

**Theorem 7.1.** Suppose $P_a$ has a parabolic cycle of length $m$ with multiplier $\lambda$. If $\lambda \neq 1$, then between any pair of consecutive petals at any point $q$ of the cycle, there is exactly one external ray of $\mathcal{K}_a$ that terminates at $q$, and these are permuted cyclically by $P_a$. If $\lambda = 1$ and $a \neq 1/4$, then there are two external rays terminating at any point of the cycle, and the set of pairs is permuted cyclically by $P_a$. In any case, the corresponding external angles are all rational and periodic, with period $\ell = mN$, where $N$ is the number of petals at $q$.

The external rays of $\mathcal{K}_a$ in dynamic space are again related to those of the Mandelbrot set in parameter space. By Theorem 5.2, every external ray $\mathcal{R}(\theta, \mathcal{M})$ of the Mandelbrot set with periodic $\theta$ terminates at a parabolic point $a \in \mathcal{M}$. Conversely, every parabolic point $a$ is the terminal point of such a ray.

**Theorem 7.2.** Suppose that $a \in \mathcal{M}$ is such that $P_a$ has a parabolic periodic point. Except in the trivial case $a = 1/4$ (corresponding to a parabolic fixed point, with one ray $\mathcal{R}(0, \mathcal{M})$ terminating at $a$), there are exactly two rays $\mathcal{R}(\theta_1, \mathcal{M}), \mathcal{R}(\theta_2, \mathcal{M})$ terminating at $a$. The external angles $\theta_1, \theta_2$ coincide with the angles of the external rays of $\mathcal{K}_a$ tangent to and on either side of the petal containing $a$.

We conclude by focusing on one part of the proofs of Theorems 7.1 and 7.2, the existence of an external ray of $\mathcal{M}$ that terminates at the parabolic point $a$. This will serve to shed light on the phenomena behind the results and what kind of arguments go into the proof.

For $\ell$ the period of a petal, as above, we expand

$$P_c^\ell(z) = \sum \alpha_j(c)(z - q)^j,$$

where $\alpha_0(a) = 0$ and $\alpha_1(a) = 1$. If the flower at $q$ has $N$ petals, then $\alpha_2(a) = \cdots = \alpha_N(a) = 0$ and $\alpha_{N+1}(a) \neq 0$. We will consider only the special case $N = 1$; that is, we assume there is only one petal at $q$. By moving the point near $q$ where $(P_c^\ell)' = 1$ to 0 and scaling, we can then assume that our family $P_c^\ell(z)$ has the expansion

$$f(z, c) = \gamma(c)^2 + z + z^2 + B(c)z^3 + O(z^4) = \gamma(c)^2 + z + F(z, c).$$
Here $\gamma(c)^2$ is analytic and not identically zero, $\gamma(a)^2 = 0$, and $\gamma(c)$ is the principal branch of the square root. The point $z = 0$ is a parabolic fixed point for $f(z, a)$, which belongs to the Julia set and also to the boundary of the unbounded component of the Fatou set of $f(z, a)$. Let $z_0^*$ belong to this component and be very close to $z = 0$. We denote by $\Gamma^*$ a compact subset of this component containing $z_0^*$, which will be specified later. The target set $\Gamma^*$ will be situated near $0$ in the repelling arm of the Fatou set containing $z_0^*$, and it will be large enough so that the following statement holds.

**Main deformation construction.** Let $z_0(c)$ be any function analytic near $a$ so that $z_0(a)$ is in the parabolic petal of $0$. Then there is a curve $\Gamma$ in parameter space, terminating at $a$, so that for $c \in \Gamma$, $c \neq a$, there exists $n = n(c)$ such that $f^n(z_0(c), c) \in \Gamma^*$.

In our application, $z_0(c)$ is the point corresponding under the conjugation to the critical point $0$. Thus if $c \in \Gamma$ is near $a$, the critical point is iterated first to a point in a fixed compact subset of the unbounded component of the Fatou set of $f(z, a)$ and then, by continuity, to $\infty$. Hence $\Gamma$ is in the complement of the Mandelbrot set. By Lindelöf's theorem, this implies there exists a ray $R(\theta, M)$ which terminates at $a$.

Since the iterates of $z_0(a)$ eventually approach $0$ through a narrow cusp tangent to the negative real axis, we focus on initial values $z_0(c)$ that lie in some fixed domain $\Omega$ containing $-\varepsilon$, so that $x \approx -\varepsilon$ and $|y| \ll \varepsilon$ on $\Omega$. We study parameter values $c$ for which $\gamma(c) = \alpha + i\beta$ where $\alpha > 0$ and $|\beta| \ll \alpha$. In fact, we shall see we can take $|\beta| \leq C\alpha^2$ or $|\beta| \leq C\alpha^2\log(1/\alpha)$, depending on whether $\text{Im} B(a)$ is $0$ or not. We regard $\alpha$ as the main parameter, and we seek parameter values $c = c(\alpha)$ so that the parabolic fixed point at $0$ splits into two fixed points, above and below the real axis, opening a window through which the iterates pass from $\Omega$ in the left half-plane to $\Gamma^*$ in the right. As the window narrows, the number of iterations required to pass through it becomes large.

Now the iteration

$$z_{n+1} = z_n + \gamma(c)^2 + F(z_n, c) \tag{7.1}$$

can be approximated by the flow

$$\frac{dz(t)}{dt} = \gamma(c)^2 + F(z, c), \quad z(0) = z_0 = x_0 + iy_0 \in \Omega. \tag{7.2}$$
The equation (7.2) is easily solved for $t$,

$$ t = t(z, c) = \int_{z_0}^{z} \frac{d\zeta}{\gamma(c)^2 + F(\zeta, c)}. $$

We are interested in the point $iy$ where the solution curve meets the imaginary axis. The corresponding parameter value $t$ is given by

$$ t = \int_{z_0}^{-\varepsilon} + \int_{-\varepsilon}^{0} + \int_{0}^{iy} \frac{d\zeta}{\gamma(c)^2 + F(\zeta, c)}. $$

The first integral is analytic in $c$. In the second, we expand the integrand $1/[\gamma(c)^2 + F(\zeta, c)]$ as

$$ \frac{1}{\gamma(c)^2 + \zeta^2} = \frac{B(c)\zeta}{\gamma(c)^2 + \zeta^2} + \frac{B(c)\gamma(c)^2\zeta}{(\gamma(c)^2 + \zeta^2)^2} + \frac{O(\zeta^4)}{(\gamma(c)^2 + \zeta^2)^2}, $$

and we integrate, thereby obtaining

$$ t = A(z_0, c) + \frac{\pi}{2\gamma(c)} + B(c)\log \frac{1}{\gamma(c)} + i\int_{0}^{y} \frac{ds}{\gamma(c)^2 - s^2 + O(s^3)}, $$

where $A$ is analytic and uniformly bounded for $\Re \gamma(c)^2 > 0$. Note also that for $\gamma = \alpha + i\beta$ as above, $|dB/d\gamma| < C|\gamma|^{\delta-1}$ for some $\delta > 0$, and $|dA/d\gamma| < C/|\gamma|$.

For fixed $\alpha > 0$, the condition on $\beta$ that the curve pass through the origin is that

$$ \Im A(z_0, c) = \frac{\pi\beta}{2|\gamma(c)|^2} + \frac{\Re B(c)}{2} \Arg \frac{1}{\gamma(c)^2} + \frac{\Im B(c)}{2} \log \frac{1}{|\gamma(c)|^2} = 0. $$

Using $|\gamma(c)|^2 \approx \alpha^2$ and $\Arg \gamma(c)^2 \approx 2\beta/\alpha$, we see that the expression on the left moves continuously from positive to negative as $\beta$ increases between the limits $\pm C\alpha^2 \log(1/\alpha)$. Hence it is zero for some $\beta \approx (2/\pi)\Im B(a)\alpha^2 \log(1/\alpha)$. For $|\beta| < C\alpha^2 \log(1/\alpha)$, the curve crosses the imaginary axis at $iy$, where

$$ y \approx \frac{\pi}{2} \beta - \alpha^2 \Im A(z_0, c) + \alpha \beta \Re B(c) - \alpha^2 \log(1/\alpha) \Im B(c). $$

Using the estimates mentioned above, we obtain

$$ \frac{dy}{d\beta} = \frac{\pi}{2} + O(\alpha). $$
In particular, the \( y \)-value of the crossing point is an increasing function of \( \beta \).

Now, let \( \tilde{f}(z, c) \) determine a similar flow in the opposite direction, starting at \( \tilde{z}_0 \) and approaching the imaginary axis from the right. We assume \( \tilde{f} \) has the same leading term but with opposite sign:

\[
\tilde{f}(z, c) = -\gamma(c)^2 + z - z^2 + \tilde{B}(c)z^3 + O(z^4) = z - (\gamma(c)^2 + \tilde{F}(z, c)).
\]

We conjugate \( z \to -z \) and use the same argument. In this case, the \( y \)-value of the crossing point on the imaginary axis is a decreasing function of \( \beta \). Thus we conclude the following.

**Theorem 7.3.** Given \( z_0(c) \), \( \text{Re} \, z_0 < 0 \) and \( \tilde{z}_0(c) \), \( \text{Re} \, \tilde{z}_0(c) > 0 \), as above, there exists a Jordan curve \( \Gamma \) of parameter values \( c \) terminating at \( c = a \) and satisfying \( \alpha > 0 \) and \( |\beta| < C\alpha^2 \log(1/\alpha) \), where \( \gamma(c) = \alpha + i\beta \), so that the two solution curves of

\[
\frac{dz(t)}{dt} = \gamma(c)^2 + F(z, c), \quad \text{Re} \, z \leq 0, \ z(0) = z_0(c),
\]

\[
\frac{d\tilde{z}(t)}{dt} = -\gamma(c)^2 - \tilde{F}(\tilde{z}, c), \quad \text{Re} \, \tilde{z} \geq 0, \ \tilde{z}(0) = \tilde{z}_0(c),
\]

meet on the imaginary axis.

We can also apply the analysis to \( f^{-1}(z, c) \), which has the expansion

\[
z - \gamma(c)^2 - (z - \gamma(c)^2)^2 - (B(c) - 2)(z - \gamma(c)^2)^3 + O((z - \gamma(c)^2)^4).
\]

After a conjugation \( z' = z - \gamma(c)^2 \), this assumes the form \( \tilde{f}(z, c) \) treated above. The lines of flow of \( f^{-1}(z, c) \) arrive from the right, cross over the vertical line \( \text{Re} \, (z - \gamma(c)^2) = 0 \), and hit the imaginary axis at a crossing point that is a decreasing function of \( \beta \). Thus we obtain the main deformation result, in the case of flows, with \( \Gamma^* \) the single point \( z_0^* \).

When we consider iterations rather than flows, the situation is quite analogous, but the technical changes are somewhat tedious. We face two problems.

(a) For the discrete iteration, we cannot expect to hit the imaginary axis, but to come within \( C|\gamma|^2 \). This is the reason why \( \Gamma^* \) must be considered.
(b) We wish to use the flow to follow the iteration. However, the (Euler) approximation (7.2) to (7.1) is not accurate enough.

Let us deal first with the second problem. Instead of using (7.2), we consider the flow

$$\frac{dw(t)}{dt} = \gamma(c)^2 + w^2 + (B(c) - 1)w^3,$$

(7.3)

which can be regarded as a (backward) Runge–Kutta approximation for (7.2).

**Lemma.** If \( z_0 = x_0 + iy_0 \), where \(-\varepsilon \leq x_0 \leq -\sqrt{\alpha} \) and \(|y_0| \ll |x_0|\), then

$$\int_{z_0}^{z_0 + f(z_0,c)} \frac{dz}{\gamma(c)^2 + z^2 + (B(c) - 1)z^3} = 1 + \mathcal{O}(|z_0|^2).$$

**Proof.** Expand the integrand, integrate the leading terms in closed form (as before), and make the obvious estimates. □

Now let \( W_\alpha \) be a rectangular window centered at \(-\sqrt{\alpha}\), of width (say) \(3\alpha\), and of height sufficient so that the flow lines of (7.3) starting in \(\Omega\) pass through \(W_\alpha\). Take \(\zeta_0 \in W_\alpha\) on such a flow line, and consider backward iterates \(\zeta_j = f(\zeta_{j+1})\). We compare the polygonal line \(P_n\) starting at \(\zeta_0\) and passing through \(\zeta_1, \ldots, \zeta_n\) to the backward flow \(w(-t)\) starting at the same point \(\zeta_0\). From \(\zeta_{j+1}^2 = \zeta_j - \zeta_{j+1} + \mathcal{O}(\zeta_{j+1}^3)\) and \(\text{Re}(\zeta_j - \zeta_{j+1}) \sim |\zeta_j - \zeta_{j+1}|\), we obtain

$$\int_{P_n} \frac{d\zeta}{\gamma(c)^2 + \zeta^2 + (B(c) - 1)\zeta^3} = -n + \mathcal{O}(\sum |\zeta_j|^2) = -n + \mathcal{O}(|\zeta_n|).$$

Since the integrand behaves like \(1/\zeta^2\), this shows that \(w(-n) = \zeta_n + \mathcal{O}(|\zeta_n|^3)\). We conclude that if \(z_0 \in \Omega\), there is a point \(w_0\) satisfying \(|w_0 - z_0| = \mathcal{O}(\varepsilon^3)\), such that the forward flow (7.3) starting at \(w_0\) follows closely the iterates of \(z_0\) and meets them in \(W_\alpha\).

Now let \(D_\alpha\) be a similar window, centered at 0, of width (say) \(3\alpha^2\) and height \(C\alpha^2 \log(1/\alpha)\). The curvature of the flow lines of (7.2) is determined by

$$\frac{d^2 z}{dt^2} = (2z + 3B(c)z^2 + \cdots) \frac{dz}{dt}.$$
The curve $\text{Im} \left( 2z + 3B(c)z^2 + \cdots \right) = 0$ is analytic at 0 with horizontal tangent. Above this curve, where the imaginary part is positive, the flow lines are concave up, and below it they are concave down. Thus there is a cusp domain at 0 of the form $U = \{ \text{Re} \, z < 0, \, |\text{Im} \, z| < c_0|z|^2 \}$, $c_0$ independent of $\gamma$, such that whenever an iterate $z_m$ lies above $U$, the succeeding iterate $z_{m+1}$ lies below the flow line through $z_m$; and similarly when $z_m$ lies below $U$. The iterates $z_m$ are channeled closer to the real axis than the flow lines, and consequently they also cross the imaginary axis through the window $D_\alpha$.

Without supplying details, we describe now our strategy for constructing $\Gamma$. For convenience, assume $z_0(c) \equiv z_0 \in \Omega$. The iterates $f^n(z_0, c)$ pass through $W_\alpha$ and cross over the imaginary axis in $D_\alpha$, moving from left to right. By the same token, the inverse iterates of $z_0^\ast$ eventually traverse $D_\alpha$ from right to left. By varying the parameters, we find $\alpha_0$ and $\beta_0$ so that for $\gamma_0 = \alpha_0 + i\beta_0$ and corresponding $c_0$, $\gamma(c_0) = \gamma_0$, a forward iterate $f^n(z_0, c_0)$ meets a backward iterate $f^{-m}(z_0^\ast, c_0)$ within $D_{\alpha_0}$. Then $f^{n+m}(z_0, c_0) = z_0^\ast$. Let $\Gamma^\ast$ be a compact tubular neighborhood of a curve in the repelling arm of $z_0^\ast$ joining $z_0^\ast$ to $f^{-1}(z_0^\ast, a)$. In terms of the coordinate for the repelling arm (Section VII.2), we can take $\Gamma^\ast$ to be a thin horizontal rectangle with these two points situated near the ends of the coordinate rectangle. Now $f^{-m}(\Gamma^\ast, c_0)$ is a tubular domain containing $f^n(z_0, c_0)$ near one end, and our task is to vary the parameters $\alpha$ and $\beta$ so as to steer through the (continuously varying) tube to the other end, that is, to obtain a curve $\alpha_t + i\beta_t = \gamma_t = \gamma(c_t)$, $0 \leq t \leq 1$, so that $f^n(z_0, c_t) \in f^{-m}(\Gamma^\ast, c_t)$ and so that $f^n(z_0, c_1) = f^{-m-1}(z_0^\ast, c_1)$. Then $f^{n+m+1}(z_0, c_1) = z_0^\ast$, and we may repeat this process, noting that $c_t$ tends to $a$ as $t \to \infty$, to obtain the desired curve $\Gamma$. This concludes the outline of the main deformation construction.
Epilogue

Complex dynamics leads in many different directions, and there are a number of interesting and important facets that we have not even touched upon. We would have liked to have discussed the Hausdorff dimension of Julia sets. Although we have not mentioned ergodic theory, it plays today an important role. The idea of holomorphic motions, for which a prototype is a family of Julia sets depending analytically on a parameter, leads to fruitful developments. A theory of iteration of entire functions has been extensively developed, and a theory of iteration of analytic functions in several variables is beginning to take shape. For further orientation we mention the expository article of Eremenko and Lyubich (1990), and for several variables the recent paper of Fornaess and Sibony (1992).
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